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Preface

International conference Mathematics and Statistics in Economy
devoted to actual problems of the application of mathematics and
statistics in economy was held at Uherské Hradisté¢ during 27nd and
28nd of August 2009. This conference was organized by the
Department of Economic Statistics and the Department of Statistics and
Probability of the University of Economics Prague. More than 60
specialists from the Czech Republic, Slovakia and Poland took part in
this conference; they were representatives of University of Economics
Prague, Matej Bel University in Banska Bystrica, Economic University
in Wroclaw, Institute of Informatics of Czech Academy of Sciences,
Technical University in Zvolen, Unicorn College, National Bank of
Slovakia and other universities and institutions.

This conference took place for the 12th time. In 1998, during its first
performance, the representatives of the departments of statistics from
the Faculty of Informatics and Statistics of the University of Economics
Prague and the Department of Applied Informatics of Matej Bel
University agreed on the deepening of the cooperation of both
institutions. Further, besides of personal special contacts among the
members of these departments, the tradition of rotational organizing of
international conferences with the same or similar topic has been
created. In 2000, Polish colleagues were asked to join this conference
too, because economical problems occurring in the Czech Republic,
Slovakia and Poland are similar. The invitation of Polish colleagues
from the Economical University in Wroclaw (departments of statistics
of the University of Economics Prague have with this institution very
good long-term relationships crowned by the awards of the title doctor
honoris causa to Professor Z.Helwig in 1993) was only a natural
consequence of the conception of the further development of topical
orientation of these conferences, because the information exchange
among specialists from central Europe countries seems to be very
challenging. Furthermore, regular meetings of researchers from
different universities will enable to get acquainted with the activities of
other economically oriented faculties and contact not only universities
but, above all, the researchers of individual departments interested in
the same problems which are unavoidable with a view to narrow



specialization. The next (thirteenth) conference will take place in
Slovakia.

The topics presented during this year’s conference were
heterogeneous, from time-series problems over the use of different
mathematical and statistical methods in banking, national accounting,
insurance industry, business, quality control, marketing (or more
generally in manager decision making) to the use of neural networks in
data analysis. The time-table of this conference was organized so that
all contributions were clustered according to their subject into less
topical groups. In these proceedings, they are arranged in alphabetical
order according to authors” names. The conference AMSE 2009 was
supported by the Ministry of Education, Youth and Sports of the Czech
Republic, project n® MSM6138439910.

November 2009

Prof. Ing. Richard Hindls, CSc. Prof. Ing. Stanislava Hronova, CSc.
Chair of Scientific Committee Chair of Organizing Committee
Rector Vice Rector
University of Economics Prague
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Nonparametric estimation of log volatility with wavelets

Milan Basta!

! Department of Statistics and Probability, Faculty of Informatics and Statistics,
University of Economics, Prague 3, W. Churchill Sq. 4, 130 67
milan.basta@vse.cz

Abstract. Volatility plays a crucial role in financial markets. Favorite
parametric models of volatility are ARCH/GARCH conditional models with
conditional returns having for example normal distribution. Another class of
models is a class of stochastic volatility models. We describe a nonparametric
way to the estimation of the logarithm of volatility from the logarithm of
squared returns. This approach is based on the discrete wavelet transform
combined with the false discovery rate method of multiple testing. The
procedure is applied to the estimation of the logarithm of volatility of stock
prices of Citi-group. The results are discussed.

Keywords: Volatility, estimation, wavelets, denoising, false discovery rate

1 Introduction

Let P, be the price of a financial asset and 7, be the return defined as

el

Assume that the conditional distribution of returns given information at time ¢ — 1 has
the cumulative density function G and the conditional mean equal to m, and the
conditional variance equal to 7, i.e.

rt|1t—l =G(mt’ht)s (2)
m, = E_[1], @)
h, = E,_l[(}’, —-m )2] > )

where E, | is the expectation operator given the information at time 7 — 1 (i.e. /, ;).
The conditional variance #, is called volatility. We see that volatility describes the
variability of conditional returns. The knowledge of both the volatility %, and the
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cumulative density function G may serve for the assessment of the risk that we
undergo when holding a financial asset. Therefore, volatility plays a crucial role in
financial markets, specifically in derivative pricing, hedging and portfolio
management.

1.1 Properties of volatility

Volatility displays many well-known properties (see for example [4] and [8]). Some
of these properties will be tackled shortly in this section. It is clear that volatility is
varying with time. The analysis of the autocorrelation of squared returns r,” shows
that volatility is persistent with large (small) changes in the price today followed by
large (small) changes in the price in the future (the clustering property of volatility).
However, after some time volatility always seems to tend to its long-run mean (the
mean reversion property of volatility). Innovations in the price of the asset have an
asymmetric impact on volatility. Specifically, negative returns today usually imply
higher future volatility than positive returns of the same size (the leverage effect).

1.2 Modeling volatility

For details see for example [4] and [8]. One of the most favorite models of volatility
is the group of ARCH/GARCH conditional models. In the most basic model of this
group, the so called GARCH(1,1) model, volatility #4, is assumed to behave according
to the following process

h=w+ar® +Ph, ()

where @> 0, > 0 and S > 0 are parameters. The current volatility 4, at time ¢ is the
function of the volatility 4, | and squared returns 7, | from the preceding period
(time ¢ — 1). If the following condition

a+p<l1 (6)

is fulfilled, the process of returns r, is weak stationary and volatility is mean reverting
with the long-run level given by

@ (7
l-a-p

The autocorrelation function of squared returns of the GARCH(1,1) model exhibits
exponential decay. GARCH(1,1) does not capture the asymmetric impact of price
innovations on volatility. Assuming that G in eq. (2) is normal, the parameters of the
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model can be estimated with the maximum likelihood approach with normal errors.
Many extensions of the GARCH models are available in literature.

A second class of volatility models is the class of stochastic volatility models. To
illustrate, realize that

= e, ®

where volatility 4, is assumed to follow some latent stochastic process that need not
be necessarily related to the process of returns and where

g, ~G(m,)). 9)
If we define log volatility s, as
s, =logh,, 10)

where log stands for the natural logarithm, we can rewrite eq. (8) as

11
r, = exp(s% )8, s D

If we take the logarithm of the square of eq. (11) we get

logr” =s, +log(e]) =s, +7, +7 5

with 7, and y defined as
n =logle?)-7 . (13)
y = Ellogle? )1 = -1.27. (14)

A specific parameterization may be given for s, such as

S, =pf+ds,_ | +a, (15)
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where zand |@ < 1 are parameters and g, is i.i.d.(0,0,”) and g, and ¢, are allowed to be
correlated. A volatility model given by eq. (11) and eq. (15) is in fact the canonical
model of stochastic volatility in discrete time.

1.3 Nonparametric estimation with wavelets

Log volatility s, can be estimated nonparametrically from eq. (12) with the use of
wavelets. Let us describe how the algorithm works. Rewrite equation (12) into the
following form

16
lOg”tz_7:St+77t' (18)

We see that the log volatility s, cannot be observed directly. What we can observe is
the log squared returns minus gamma (i.e. log > — 7) which is equal to the log
volatility s, plus the additive noise n,. If we manage to remove the additive noise 7,
from the time series of logr> — ¥ (the procedure of removing noise is called
denoising) we would get the log volatility s,. In Fig. 1 the time series of P, r,, r/%, and
log r* — yare given for the shares of Citi-group, starting April 18, 2008 and ending
April 24, 20009.

P,
I

0 50 100 150 200 250 0 50 100 150 200 250

0 50 100 150 200 250
t

Fig. 1. The time series of P,, r, r%, and log rl— yare given for the shares of Citi-group, starting
April 18, 2008 and ending April 24, 2009. The effect of the financial crisis is clearly visible.

A question arises as how to remove the additive noise 7. A typical approach in
econometrics is to apply a moving average to the time series. However, the
application of a moving average means rather smoothing than denoising. In this paper
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we will present an approach to denoising based on wavelets and on the false
discovery rate method of multiple testing. At first we will introduce the notion of
wavelets and the discrete wavelet transform and further we will describe the false
discovery rate method. In the end we will apply the combined procedure to denoising
the time series of the log squared returns and illustrate the results on the time series of
Citi-group of Fig. 1.

2 Wavelets

A rigorous way to introduce the concept of wavelets and the discrete wavelet
transform is laborious and there is no place for it in this short paper. A detailed
introduction to wavelets can be found in books such as [5], [7] and [9]. A short
introduction can be found for example in [2]. In this text only a very short summary
will be given.

Let us denote the input time series as {x,: =0, ..., N— I} and the coefficients of
the discrete wavelet transform (DWT) as {w;:k=0, .., N—1}. DWT is a linear
transform with the orthonormal transform matrix O of size N, i.e. O'O = 1y, where
O is a transpose of O and 7y is the identity matrix of size N. The elements of O are
given in a specific way (not specified here). If wavelet coefficients {w;} are written as
a column vector W and the values of the time series {x,} as a column vector X then
DWT and the backward synthesis of the original time series may be written as

W=0X a X=0"W, 17

Even though DWT can be calculated according to eq. (17), the coefficients {w;} are
usually calculated rather via the pyramid algorithm which is less time consuming.
Pyramid algorithm can be thought of as a sequence of linear filtrations — more details
can be found in [5], [7] and [9]. It is also important to stress that DWT can be applied
only to a time series of the length N = 2/, where J is a positive integer. There exists a
variant of the DWT, called the maximal overlap discrete wavelet transform,
MODWT, which does not require the time series to be of the length N =27

Now, let us group the sequence {w;: k=0, ..., N— 1} of the wavelet coefficients
of length N = 2’ into J subsequences {W;m} such that

N R B Y| (18)
wj,m:m=0,...,;—l ={w, k= S N,..., — N —1¢,,

where j =1, ..., J. Moreover, let v;, = wy ;. The subsequence {w;,} defined in eq.
(18) is of the length N/2. The first N/2 values of {w;} are thus assigned to the
subsequence {wy,}, the next N/4 values are assigned to the subsequence {w,,} etc.
until the last two values of the sequence {w;} are assigned to w,, and v,,. It can be
shown that the coefficients {w;,,} capture the local (subscript m) frequency content of
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the time series in the interval of frequencies [1/2/*';1/2/] and the coefficient v,
captures the frequency content in the interval [0;1/27*].

3 Controlling the false discovery rate

In this paper, the denoising of the time series with DWT will be implemented through
hypothesis testing (details will be given below). First, imagine a general problem of
testing multiple hypotheses. Let T be the total number of hypotheses. In this situation
it is crucial to choose a suitable significance level @, which will be the same for each
test. If we choose the ‘traditional’ significance level &= 0.05 then the probability of
falsely rejecting at least one hypothesis will be extremely high, tending to 1 if 7 is
large. Said informally, we allow many false rejections of null hypotheses in return for
more correct rejections.

On the other hand, we could use the Bonferroni approach to hypotheses testing and
set the significance level a = 0.05/T. This approach guarantees that the probability of
making at least one false rejection is not greater than 0.05. This means that we have
lowered the chance of false rejection of any null hypothesis so much that it is difficult
to reject the null hypothesis even if it is false.

In this paper we apply a method that is intermediate between the two just
mentioned situations and at the same time is adaptive to the data — this method is
called the False Discovery Rate method and details may be found for example in [3]
or [6]. While testing T hypotheses simultaneously let us assume we reject the total
number R of them. Out of these R rejected hypotheses let R. be the number of
correctly rejected (i.e. null is false) hypotheses and let R, be the number of falsely
rejected (i.e. the null is true) hypotheses,

R=R.+R,. (19)

Now, for each from the total number of 7 hypotheses find its p-value and order the p-
values so that

p(l) < p(z) <..< p(T) . (20)

Choose 0 < @< 1 and define

i=max| k| < ka @b
= P T .
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Consequently reject all hypotheses (from the whole set of 7" hypotheses) whose p-
values are less or equal to p. Define the false discovery rate Q as the fraction of
rejected hypotheses that were falsely rejected i.e.

R, (22)

Q=Rf+Rc '

For a selected « and for independent test statistics it can be shown that the expected
value of Q will be lower or equal to «, i.e.

EQ)<a. (23)

4 Application to wavelet denoising

The idea beyond denoising the time series with wavelets is as follows. First let us
return to the equation

logrzz_7zst+’71- (24)

As DWT is a linear transform it must hold that (subscripting corresponds to eq. (18))

(25)

where W, are the DWT coefficients of the log squared returns, d;, the DWT
coefficients of the log volatility and e;,, the DWT coefficients of the ‘noise’, i.e.

W;,, = DWT(logr - 7) (26)
d; . =DWT(s,) (27)
e, n =DWI(1,) (28)

The approach to wavelet denoising of the time series of log squared returns will be
carried out in a false discovery rate multiple testing framework. Let us assume the
following sequence of null hypotheses, each of which claims that a wavelet
coefficient W;, corresponds to noise only (which means that d;, is zero). The
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alternative hypotheses claim that the wavelet coefficient contains signal (which means
that d; ,, is not zero).

HO :d,, =0 H:d, #0 (29)

Jm

If null is true then the distribution of the wavelet coefficients 7}, has a cumulative
density function denoted as Fj,

Wiw=0+e;, ~F;. (30)

Denote the elements of the DWT transform matrix as (O)y; with £=0,..., N—1
subscripting the rows and i = 0,..., N — 1 subscripting the columns and realize that

D.(0);,=0 (1)

for all k except for k= N— 1. Then we may write

Cim = Z(O)M " = Z(om log(¢?) ~ F, (32)

where k and j are related (see eq. (18)) as

2] (33)

If we assume that the distribution of & is standard normal then a variable with
cumulative density function F; is a variable whose distribution is the same as a
distribution of a weighted sum of log °(1) random variables (where #°(1) stands for
chi-square with one degree of freedom) where the weights are given be the elements
in the rows of the transform matrix O. Now, let us denote the p-value corresponding
to the hypothesis H,, as p;,

Py =2% min(Fi W), 1-F, (W/t)) (34)

Let pq), ..., p(r be the ordered p-values according to eq. (20) and define i according to
eq. (21). Reject all hypotheses with p-values less or equal to p(). Rejection of a
hypothesis means that we ‘claim’ that the corresponding wavelet coefficient contains
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signal and therefore the value of the coefficient must be retained. On the other hand, if
we do not reject a hypothesis then we ‘claim’ the wavelet coefficient corresponds to
noise only and its value must be set to zero. We can thus write

(b . A (35)
yy (threshold) _ 0, pro Fj 1(17(,)2 j< Wj,t < Fj 1[1_17(,)2 J
.j’t -
Wi otherwise
Finally we can reconstruct the original time series (see eq. (17)) as
X(denoised) _ OTW(threshold) ’ (36)

where W™ ig a column vector which contains the values of W, """ and
X(hreshold) 5 a column vector which contains the values of the denoised time series and
O' is the transpose of the DWT transform matrix.

4.1 Log volatility of Citi-group

In fig. 2 the procedure is applied to the time series of Citi-group of fig. 1. The smooth
line denotes the denoised time series of log squared returns and is thus the estimate of
the historical log volatility s,.

The value of « was chosen to be o = 0.1, the significance level for one hypothesis
test was adaptively determined (by the false rate discovery method) to be 0.0016. The
DWT transform matrix corresponds to wavelet LA8. Boundary wavelet coefficients
were included into the analysis and treated as if they were not boundary. The result
was averaged over circularly shifted time series (cycle spinning), which was
implemented by the variant of the DWT called MODWT (for details see [7]).
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-8 -

-104

124

T T T T
0 50 100 150 200 250
t
Fig. 2. The time series log r;*> — y for the shares of Citi-group. The smooth line represents the
estimate of log volatility obtained by DWT (cycle spinning variant) and false discovery rate
method.

5 Conclusion and discussion

We have shown how to estimate log volatility from log squared returns with the use
of wavelets and with the method of false discovery rate of multiple hypotheses
testing. We have applied the procedure to the time series of shares of Citi-group.

Yet, several questions are to be answered. s it beneficial for practical purposes to
estimate the logarithm of volatility s, = log /4, if only 4, is worked with in practical
applications? Realize also that the exp(estimate(log volatility)) is “not equal” to the
estimate(volatility) and volatility 4, cannot be directly estimated with our approach
which involves additive i.i.d. noise.

Anyway, wavelets are an excellent tool for denoising time series. The denoising
can be implemented through multiple hypothesis testing. The false discovery rate
method seems to be a good data adaptive approach to multiple testing.
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Application of Pareto Distribution in Modelling
of Wage Distributions

Diana Bilkova

Prague University of Economics, sq. W. Churchill 4, 130 67 Prague 3
bilkova@vse.cz

Abstract. Pareto distribution is usually used as a model of the distribution of
the largest wages, not for the whole wage distribution. The Pareto distribution
will be a good model of the wage distribution if the following ratios are equal:
Ratio of the upper quartile to the median; ratio of the eighth decile to the sixth
decile; ratio of the ninth decile to the eighth decile. This property can be used
as one of the criterion to measure the quality of fit of Pareto distribution to
some empirical wage distribution. If in a particular case the observed
differences of the rates of the above mentioned quantiles are negligible, Pareto
distribution will be an appropriate model of the considered wage distribution. In
the case of differences are quite material, the approximation of the considered
wage distribution with Pareto distribution will be more or less inappropriate.

Keywords: Pareto distribution, Pareto coefficient, ratio of two quantiles, wage
distributions, differentiation of wages.

1 Pareto Distribution

Pareto distribution is usually used as a model of the distribution of the largest wages,
in principle it cannot be used as a model for the whole wage distribution. In the
statistical literature it is encouraged the application of this distribution as a model
of wages, which are higher than median. Therefore in this article we will consider
using the Pareto distribution to model wages higher than median.

The 100-P% quantile of the wage distribution will be denoted by Xp, 0 <P < 1.
This value represents the upper bound of 100-P % lowest wages and also the lower
bound of 100-(1 — P) % highest wages. A particular quantile (denoted as Xpy) which
will be the lower bound of some small number of the highest wages is usually set to
be the maximum wage. If the following formula (1) holds for any quantile Xp, the
wage distribution is Pareto distribution

b
ﬁ _ 1-P
Xp 1- Po l (1)
The parameter b of the Pareto distribution (1) is called the Pareto coefficient. It can be
used as a characteristic of differentiation of 50 % highest wages.
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We will now consider a pair of quantiles Xp; and Xpy, Py < P,. It follows

from (1) that

b
Xpy [1-P,
Xpy 1-P,
b
Xpg _ 1- P2
Xpy 1- PO .
From what we can derive for the rate of Xp, to Xp; that

b
XPz_(l‘ Plj
Xpy 1_P2

Xp,

and

The rate

Xp;

2

(€)

4)

is an increasing function of the Pareto coefficient b. If the rate of quantiles increases,
the relative differentiation of wages increases too. If only absolute differences

between quantiles increase, only the absolute differentiation of wages increases.

It follows from the equation (1) that once the values Xpg and b are chosen we
can determine the quantile xp for any chosen P or the other way around for any value
Xp we can find the corresponding value of P. In the first case it is advantageous to

write the equation (1) as

Xpg
b
1-Pp
1-P,

or after logarithmic transformation as

Xp =

log X, = log Xpo ™ b[log(1-P)-log(l— Py,

in the second case

)

(6)
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1—P:(1—P0)ti/XT° ™
Xp

or after logarithmic transformation as
1
log(1-P)=1log(l - PO)+B(log xpo—logxp). (8)

The equations (2), (3) and (4) will after logarithmic transformation have the
following form

log Xpo
Xp; .
=P =12
b 1_ PI b 1 2 b (9)
log
— PO
log Xps
Xpy
b=——"+—.
o L~ P (10)
0
f1-p

2

It follows from the equation (9) that instead of the Pareto coefficient b we can use any
other quantile Xp; and Xp, of the Pareto distribution and it follows from the equation
(10) that the Pareto coefficient b can be calculated using any known quantiles Xp; and
Xp2. Then we can also determine the value Xpo using the formulas

1-p Y
Xpo=Xel 1" p |° (11)
0

b
1-P,
Xpo = Xpo| T p | (12)
0

The model characterized with the relationship (1) will be practically applicable if the
following is known:
» The value of the quantile that characterizes the assumed wage
maximum and the value of the Pareto coefficient b;
» The value of the quantile that characterizes the assumed wage
maximum and the value of any other quantile;
» The values of any two quantiles of the Pareto distribution.
Any two quantiles can be written as Xp and Xps, where 0 < k < 1 —P . Using the
equation (4), we can derive for the rate of these two quantiles
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b
Xp 1—P_k

The rate (13) will be equal for such pairs of quantiles for which the following formula
holds

1-P _.
—p-k (14)

where C is a constant, i. e. the rate will be the same for all pairs of quantiles for which

c-1
k== (=P (15)

We will use the constant ¢ = 2 in (15) and we will choose gradually P = 0,5; 0,6; 0,8.
Then using the equation (13) we can show the equality of rates of some frequently
used quantiles

Xo,75 _ Xo,8 _ X099
T (16)
Xo,5 Xo,6  Xo,8

From the relationship (16) we can conclude that Pareto distribution assumes such a
wage differentiation for which the rate of the upper quartile to median is the same as:
>  The rate of the 8th to the 6th decile;
»  And as the rate of the 9th to the 8th decile.
If in a particular case the observed differences of the rates of the above mentioned
quantiles are negligible, Pareto distribution will be an appropriate model of the
considered wage distribution. In the case the differences are quite material, the
approximation of the considered wage distribution with Pareto distribution will be
more or less inappropriate.

2 Parameter Estimates

If the Pareto distribution is chosen as a model for a particular distribution we have to
keep in mind that this model is only an approximation. The wage distribution will be
only approximated and the relations derived from the model will also hold for the
“true distribution” only approximately. Which relations will hold more precisely and
for which the precision will be lower will be mostly dependent on the method of
parameter estimates.

There are many possibilities to choose from. In the following text the quantiles
of Pareto distribution will be denoted as Xp and the quantiles of the observed wage
distribution will be denoted as Yp.
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First we need to decide which quantile to choose as Xpg . In this article we will
assume that Xpy = X9 . From the equation (1) we can see that the considered Pareto
distribution will be defined by the equation

X099 1-P ¥
xp L 0,01) (17)

Then we need to determine the value Xo99 and the value of the Pareto coefficient b.
Because it is necessary to estimate the values of two parameters we need to choose
two equations to estimate from.

A natural choice is the equation Xpy = Ypo; that is in our case Xog9 = Yo99. As the
other equation we set a quantile Xp; equal to the corresponding observed quantile, i.e.
Xp1 = Yp1. In this case, the parameters of the model will be

Xpo = Yp, (18)
and using (9)
10gb
T
log 1-P (19)
1-P

We can get different modifications using different choice of the maximum wage and
the second quantile. If we use equation Xo99 = Yo99 and we use the median in the
second equation, 1.e. Xos = Yos we get a model with parameters

X0,99 = y0,99a (20)
] Yo,99
og
b Yos
05 ° (21)
log
0,01

Another possibility is setting any two quantiles of the model equal to the
quantiles of the observed distribution

Xpr = Yo, - (22)

Xp2 = Ve, (23)

Using the formula (10) we get the following parameter estimates
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T 1-P (24)

and from (11) and (12) we get

o (1-pY _ [(1-R,Y
o= Yo 1 Zp, | TV 1op, ) (25)

With this alternative we can also get numerous modifications depending on the choice
of quantiles yp; and yp, that are used.

The third possibility is based on the request that Xpy = Ypo and that the rate of
some other two quantiles of the Pareto distribution Xpy/Xp; is equal to the rate Yp,/yp;
of correspoding quantiles of the wage distribution observed. In this case we will
estimate the parameters using (see (10))

Xpo = Ypy> (26)
logh
— yF’l
b= e . (27)
()
f1°p

2

In this case notwithstanding that Xp,/Xp; = Ypo/Yp1 hold, the equality of quantiles itself,
Xp1 # Yp1 and Xpy # Ypy, does not hold. In this case we can also arrive to numerous
modifications depending on what maximum wage is chosen and what quantiles yp;
and Yp, are chosen.

For all of the above methods the equality of two characteristics of the model
and the observed distribution was required. There are also different approaches to the
parameter estimates.

The least squares method is frequently used for the Pareto distribution
parameter estimates as well. We will consider the following quantiles of the observed
wage distribution Ypy, Ypy, ..., Ypk and corresponding quantiles of the Pareto
distribution Xpj, Xpy, ..., Xpk. The model distribution will be most precise when the sum
of squared differences

é(ypi ~ xp)) (28)

is minimized. In this case closed formula solution does not exist. Therefore sum of
squared differences of logarithms of quantiles is often considered
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[ 2
izl(log yPi - log XPi) . (29)

Minimizing the objective function (29), it is possible to derive the following estimates

K 1-P, « k., 1-P
k 1 1 0_ 31 1 0
508 Ve 108 1-P; e L 8 P
= 5 ,
1-P 1-P
k glog2 0 _ glog 0 (30)
i - 1-P, = “1-P,
k. 1-P
lo 0
>logy,. El S
logx, =7 _p™ 1ZR (1)
0 K k

In the case we use this estimating method, it is needed to keep in mind that the
equality of model quantiles and observed quantiles is not guaranteed for any P. Again
we can arrive to different results depending of what quantiles Ypy, Yp2, ..., Ypk are used
for the calculations. Furthermore the parameter estimates also depend on the choice of
the maximum wage.

3 Characteristics of the Appropriateness of Pareto Distribution

For the application of Pareto distribution as a model of the wage distribution, it is
crucial that the model fits the observed distribution as close as possible. It is important
that the observed relative frequencies in particular wage intervals are as close to the
theoretical probabilities assigned to these intervals by the model as possible.

It is needed to note that the same parameter estimation method does not always
lead to the best results. It is of particular importance in “what direction” is the
observed wage distribution different from Pareto distribution. Pareto distribution
assumes such wage differentiation that the relations (16) hold. With real data we can
encounter many different situations

y0’75 < & < &’
Yos  Yos Yogs (32)

y075 yOS y09
IERS LN 5

Yos  Yos VYos (33)

y0’75 < & < &,
Yos  Yos Yo (34)
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Yy y y
015 _ Yoo _ Yog

Yos  Yog y0,6’ (35)

& < y0’75 < &,
Yos  Yos Yos (36)

Yos _ Yors _ Yoo
AR L
Yos  Yos  Yogs (37)

It follows from (32) [1(37) that the observed distributions will more or less
systematically differ from the Pareto distribution. In the case of (32) the
differentiation of the observed wage distribution is higher; in the case of (33) the
differentiation will be lower than in the case of Pareto distribution. Some bias occurs
in cases (34), (35), (36) and (37) as well (but cannot be so specified). Systematical
bias should be a signal for potential adjustment of the model which could be based for
example on adding one or more parameters into the model. These adjustments usually
lead to more complicated models. Therefore, the above mentioned bias is often
neglected and simple models are preferred even though they lead to some bias.

4 Wage Distribution of Male and Female in Czech Republic in the
Years 2001 — 2008

The data used in this article is the gross monthly wage of male and female in CZK in
the Czech Republic in the years 2001 — 2008. Data were sorted in the table of interval
distribution with opened lower and upper bound in the lowest and highest interval
respectively. The source is the web page of the Czech statistical office. The following
quantiles were calculated (see the table 1).

Table 1. Median Y5, (in CZK), 6" decile Yoso (in CZK), upper quartile y,75 (in CZK), gh
decile Yygg0 (in CZK), 9" decile Yoo (in CZK) and 99t percentile Y99 (in CZK) of gross
monthly wages in Czech Republic in the years 2001 (1 2008, total and split up to male and
female separated.

Total Year Yo,50 Yo,60 Yo,75 Yo,80 Yo,90 Yo,99

2001 12502 14042 16987 18254 23319 44921
2002 15545 17125 20215 22193 27754 47172
2003 16 735 18458 22224 23797 29590 47719
2004 17709 19557 23077 24849 31082 56369
2005 18597 20566 24470 26328 33292 56852
2006 19514 21564 25675 27693 35230 57326
2007 20987 23227 27590 29900 37892 66395
2008 22310 24696 29553 31769 40541 68 828
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Male Year Yo:50 Yo.60 Yo75 Yo.80 Yo.90 Yo.99

2001 14152 15781 19037 20697 26264 46781
2002 16985 18667 22604 24199 31101 48047
2003 18240 20116 24145 26041 34564 48417
2004 19344 21321 25306 27286 34819 57514
2005 20281 22446 26822 28989 37211 57808
2006 21199 23460 28090 30525 39381 58104
2007 22933 25366 30284 32663 42815 70522
2008 24498 27115 32343 35105 46375 72338

Female | Year Yo50 Yo.60 Yo,75 Yo.g0 Yo,%0 Yo,99

2001 10770 12187 14655 15700 18904 37526
2002 13746 15181 17727 18903 23291 43339
2003 14831 16453 19281 20628 24637 44883
2004 15642 17303 20293 21560 25776 50776
2005 16454 18211 21426 22804 27503 52508
2006 17311 19202 22530 23966 29082 54054
2007 18390 20392 24024 25924 31338 58649
2008 19399 21600 25558 27215 33405 63628

Table 2. The rates of quantiles Yo75/Yos0, Yoso/Yoso and Yooo/Yoso of the wage distributions
in the years 2001 [ 2008 and its relations.

Yors Yomo Yoso Relations between
Total | Year Yoso Yoso Yoso quantile rates

Yors _ Yos _ Yoo

2001 1,358 815 1,299910 1,277 456 > (33)
Yos  Yos Yogs
Yors _ Yog _ Yoo

2002 1,300422 1,295897 1,250612 > > (33)
Yos  Yos Yogs
Yors _ Yos _ Yoo

2003 1,327994 1,289 216 1,243 457 > > (33)
Yos  Yos Yos
Yors  Yos _ Yoo

2004 1,303 112 1,270 608 1,250 812 I (33)
Yos  Yos Yogs
Yors _ Yos _ Yoo

2005 1,315815 1,280162 1,264 514 > > (33)
Yos  Yos Yogs
Yors _ Yos _ Yoo

2006 1,315734 1284213 1,272 161 > > (33)
Yos  Yos Yos
Yo5 _ Yos _ Yoo

2007 1,314 623 1,287 295 1,267 291 I (33)
Yos  Yos Yogs
Yors _ Yos _ Yoo

2008 1,324 653 1,286 403 1,276118 > > (33)
Yos  Yos Yogs
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Mal Year Yors Yoo Yoso Relations between
ale Yoso Yoeo Yoso guantile rates
Yo75 _ Yos _ Yoo
2001 1,345 148 1,311556 1,268 936 > (33)
Yos  Yos Yoz
Yors _ Yos _ Yoo
2002 1,330 847 1,296386 1,285203 > > (33)
Yos  Yos Yos
Yos _Yozs Yoo
2003 1,323 680 1,294 561 1,327273 | — <— < (36)
Yos  Yos VYog
Yors _ Yos _ Yoo
2004 1,308 222 1,279 734 1,276 084 > (33)
Yos  Yos Yos
Yo75 _ Yos _ Yoo
2005 1,322 543 1,291 532 1,283 632 > (33)
Yos  Yos Yoz
Yors _ Yos _ Yoo
2006 1,325086 1,301 135 1,290 146 >—>— (33)
Yos  Yos Yogs
Yozs _ Yoo _ Yoz
2007 1,320 542 1,287 669 1,310810 | — > — >— (3%5)
Yos  Yos Yo
Yos  Yors Yoo
2008 1,320230 1,294 671 1,321037 | — <—  <— (36)
Yos  Yos  Yog
Female | Year Yors Yoso Yoso Relations between
emale Yoso Yoso Yogo guantile rates
Yors _ Yos _ Yoo
2001 1,360 723 1,288 227 1,204 113 >—>— (33)
Yos  Yos Yos
Yors _ Yos _ Yoo
2002 1,289 624 1,245137 1,232163 > (33)
Yos  Yos Yos
y0,75 y0,8 yo,()
2003 1,300 019 1,253 747 1,194 319 > (33)
Yos  Yos VYos
Yors _ Yos _ Yoo
2004 1,297 375 1,246 052 1,195 526 > (33)
Yos  Yos Yos
Yoos _ Yos _ Yoo
2005 1,302 189 1,252237 1,206 076 > (33)
Yos  Yos Yogs
y0,75 y0,8 yo,()
2006 1,301 488 1,248 134 1,213 470 > (33)
Yos  Yos VYos
Yors _ Yos _ Yoo
2007 1,306 362 1,271 283 1,208 841 > (33)
Yos  Yos Yos
Yoos _ Yos _ Yoo
2008 1,317491 1,259954 1,227 448 > (33)
Yos  Yos Yogs
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From the table 2 we can see that, with the exception of male in the year 2003,
2007 and 2008, all other wage distributions have lower differentiation than Pareto
distribution. The systematical error occurred also in the case of male in the year 2003,
2007 and 2008. It follows from the empirical criterion (16) and from the table 2 that
in all cases the differences between the rates of the considered quantiles are negligible
and therefore Pareto distribution can be used as the model of the distribution.

Table 3. Estimated parameters of Pareto distribution for different choice of the estimation

equations.
Equations used
X0,99 = Y0,99
X0,99 = Yo,99, Xo,6 = Yo,6 » Xo09 _ Yoo
Xo05 = Yo5 Xo0,9 = Yo,9 X,e - W,e
Parameter Parameter Parameter
estimates estimates estimates
TOtaI Year Xpo b Xpo b Xpo b
2001 44921 0,326952 | 54143 0,365843 | 44921 0,365 843
2002 47172 0,283 758 | 61890 0,348293 | 47172 0,348 293
2003 47719 0,267 846 | 64800 0,340425 | 47719 0,340 425
2004 56369 0,295969 | 67096 0,334 192 | 56369 0,334 192
2005 56 852 0,299456 | 74095 0,347455 | 56852 0,347 455
2006 57326 0275468 | 79614 0,354 083 | 57326 0,354 083
2007 66395 0,294405 | 85426 0,353045 | 66395 0,353 045
2008 68 828 0,287978 | 92352 0,357552 | 68828 0,357 552
Equations used
X0,99 = Yo0,99
X0,99 = Yo,90, Xo,6 = Yo6 Xog _ Yoo
Xo5 = Yos Xo,9 = Yo Xos Yoo
Parameter Parameter Parameter
estimates estimates estimates
Male Year Xpo b Xpo b Xpo b
2001 46781 0305624 | 61207 0,367449 | 46 781 0,367 449
2002 48047 0265814 | 72613 0,368 246 | 48 047 0,368 246
2003 48417 0,249540 | 84934 0,390464 | 48417 0,390 464
2004 57514 0,278 536 | 78632 0,353784 | 57514 0,353 784
2005 57808 0,267749 | 86165 0,364 658 | 57808 0,364 658
2006 58104 0,257739 | 93098 0,373 653 | 58104 0,373 653
2007 70522 0,287 153 | 102142 0,377 610 | 70522 0,377 610
2008 72338 0276777 | 113087 0,387 128 | 72338 0,387 128
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Equations used

X0,99 = Y0,99s

X0,99 = Yo,99, Xo0,6 = Yo,6 » Xo9 Yoo

Xos = Xog = T

05 = Yo5 0,9 = Yo,9 xos Yoo

Parameter Parameter Parameter

estimates estimates estimates

Female | Year | , b Xeo b Xpo b

2001 | 37526 0,319087 | 39196 0,316 679 | 37526 0,316 679
2002 | 43339 0,293539 | 47418 0,308 749 | 43339 0,308 749
2003 | 44883 0,283055 (48172 0,291217 | 44883 0,291 217
2004 | 50776 0,300989 [ 49971 0,287 505 | 50 776 0,287 505
2005 | 52508 0,296 625 | 54551 0,297 414 | 52508 0,297 414
2006 | 54054 0,291062 [ 57954 0,299 456 | 54 054 0,299 456
2007 | 58649 0,296461 [ 63977 0,309 955 | 58 649 0,309 955
2008 | 63628 0,303636 [ 68917 0,314 516 | 63 628 0,314 516

The 99" percentile will be considered as a characteristic of the maximum
wage. The parameters of the Pareto distribution are estimated using the above
described methods.

First we consider the conditions Xpg = Ypy @ Xp; = Yp; and we chose median as
the second quantile, i.e. X999 = Yo.09 @ Xo.5 = Yo.5 - We estimate the parameter b using the
formula (21). The summary of the parameter estimates is in the table 3.

Next we apply the conditions Xp; = Yp; and Xp, = yp, and we choose 6™ and 9™
decile for yp; and yp,. We use the formulas (24) and (25) to estimate the parameters.
The summary of the parameter estimates is in the table 3.

Parameters of the Pareto distribution can also be estimated using the equations
Xpo = Ypo and Xps/Xp; = Ypo/Yp1. We choose the 9™ and 6™ decile in the rate Ypo/yp,.
In this case we use the relations (26) and (27) to estimate the parameters. The
summary of the parameter estimates is also in the table 3.

In the end we also estimate the parameters of the Pareto distribution using the
least squares method. We use the relations (30) and (31). In this method we choose
5™ 6™ 7™ 8™ and 9™ deciles of the observed wage distribution, i.e. k = 5. Parameters
estimated using the least squares method are summarized in the table 4.
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Table 4. Parameters estimated using the least squares method.

Total Male Female

Parameter estimates Parameter estimates Parameter estimates
Year Xpo b Xpo b Xpo b
2001 56 562 0,379 911 63 774 0,379 912 42 520 0,341 047
2002 64 026 0,358 469 73770 0,372 825 49 188 0,320 682
2003 67219 0351034 | 85080 0,391617| 51125 0309187
2004 69311 0344615 | 80310 0,360986 | 52763 0,303 849
2005 76310 0356935 | 88251 0,372535| 57413 0312826
2006 81 721 0,362 626 95 225 0,381 012 60917 0,315 022
2007 88 022 0,362 359 | 103405 0,383 183 67 572 0,325 878
2008 94 849 0,366 387 | 114131 0,391 293 72 463 0,330 659

Table 5. Sums of the absolute differences of the observed and theoretical frequencies.

Equations used
X0,99 = Y0,99, Least
Total | Year X099 = Yo0,99, Xo06 = Yo,6 » Xos _ Yoo squares
Xo5 = Yo5 Xo09 =Yoo x06 Yo method
2001 37 459 23 255 85795 23 859
2002 51 358 27 327 171 404 31 658
2003 73 388 36 520 204 535 39722
2004 103 625 64 422 249 348 66 249
2005 167 946 69 930 353 661 68 679
2006 157 094 68 849 426 442 69 104
2007 268 740 260 786 322437 262 224
2008 282 396 253 373 372117 257 050
Equations used
Xo,99 = Yo,99, Least
Male | Year X099 = Yo,99, X06 = Yo,6 » Xos _ Yoo squares
Xo5 = Yo Xo09 = Yo x06 Yo method
2001 20 603 10 089 56 291 9959
2002 33576 19711 111 796 20 298
2003 47 909 23 576 96 863 23 747
2004 60 241 32457 178 858 33076
2005 81 505 35 349 220276 36 321
2006 96 789 37737 250 764 37 653
2007 140 965 138 678 202 143 139 428
2008 135 960 133 953 173 262 135 089
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Equations used
X0,99 = Y0,99, Least

Female | Year Xo0,99 = Yo,99, Xo,6 = Yo6 » Xo9 _ Yoo squares

Xo5 = Yo5 Xo9 = Yo, %06 Yos method

2001 24 256 23 926 23 687 21270
2002 23 697 16 716 42 148 18 595
2003 37 215 30902 40 237 30011
2004 45429 41 416 45 460 40 957
2005 51793 41 615 52493 41 449
2006 58 014 41 137 74 302 41 812
2007 138 241 128 854 150 258 127 313
2008 140 955 132 125 155071 131224

The values of the sum of absolute differences of observed and theoretical
absolute frequencies of all intervals calculated forall cases considered wage
distributions are in the table 5. In the case of the theoretical frequencies at first we
determined theoretical probabilities using the formula (8). From these we determined
theoretical absolute frequencies.

If we will prick the theoretical probabilities of separate wage intervals
m,j=1,2, ..., k, we will obtained the theoretical absolute frequencies as n.m;, where
n is sample size. Then we can calculate the sum of absolute differences of observed
absolute frequencies n; and theoretical absolute frequencies n.; of all intervals

k
§=2lnj-nzl, (38)

which are in the table 5. In the interest we can compare such results computed for
lognormal distribution as a model of the whole wage distributions, see [1].

The question of suitability of a particular distribution using x” test, when we
work with such large datasets, was described for example in [1]. All calculated values
of x? criterion (high-order thousands) tends to reject every null hypothesis about
supposed distribution in the case of such large sample size.

5 Conclusions

The appropriateness of particular modifications of the Pareto distribution can
be evaluated comparing the theoretic and empirical frequencies. It is possible to
compare both the absolute and relative differences between the theoretic and observed
empirical distributions. In this article we used the absolute differences. The values of
sums these differences are in the table 5. The values seem to be relatively high. The
question of appropriateness of a given theoretic wage distribution in the case of large
samples was described for example in [1] or [2]. Some more general conclusions can
be made from the values of the absolute differences of observed and theoretic
distributions.
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With the exception of the wage distribution of women in the year 2001 the
worst results are achieved using the equation Xg g9 = Yo 99 and setting the ratio of other
two quantiles of the Pareto distribution Xoo/Xos equal to the ratio Yoo/yoe of the
corresponding empirical quantiles. This fact is less obvious for female distribution
and most obvious for total distribution. This is also due to the larger sample size of
the total sample (in comparison with the sample size of the sub groups of male and
female). Again with the exception of the wage distribution of women in the year 2001
the second worst model is the estimate based on the equations Xo99 = Yo.99 and Xos =
Yo.s. This fact is again less obvious for female distribution and most obvious for total
distribution. In the case of the wage distribution of women in the year 2001 the worst
estimate is based on the equations Xo99 = Y099 and Xos = Yos. In the case of the total
group is the third worst (second best) method the least squares method (with the
exception of the year 2005). The best results are achieved with the method based on
the equations Xo¢ = Yo and Xo9 = Yoo. In the case of the total wage distribution in the
year 2005 is the third worst method based on the equations X6 = Yo and Xo 9 = Yo and
the best method is the least squares method. In the case of the wage distribution of
male (with the exception of the years 2001 and 2006) the third worst (second best)
results are again achieved using the least squares method. The best results are
achieved with the method based on the equations X = Yo and Xo9 = Yoo. In the years
2001 and 2006 (set of men) is the third worst method the method based on the
equations Xos = Yo a Xo.9 = Yoo and the best is the least squares method. In the case of
the female group (with the exception of the years 2001, 2002 and 2006) is the third
worst (second best) method based on the equations Xo6 = Yo and Xoo = Yoo and the
most precise results are achieved with the least squares method. In the years 2001,
2003, 2004 and 2005 was for the group of women the most precise the least squares
method. The very best method for the group of male in the year 2001 was the least
squares method. In this case other methods had much higher values of the above
mentioned sum of absolute differences.

From the above described comparison, it is obvious that the simplest parameter
estimating methods can be in the case of the Pareto distribution competing with more
advanced methods.
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Abstract. An extensive body of literature has shown that combining forecasts
can improve forecast accuracy. Since pioneering work of Bates and Granger
(1969), many techniques of combining forecasts has been developed. The main
aim of the paper submitted is to describe key moments related to this subject,
namely with respect to new approaches based on applications of robust
methods..
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1 Introduction

The combining forecasts is a method that combines several different forecasting
models in an appropriate way. The main purpose of combining forecasts is in better
using of useful information provided by different forecasting models in order to
improve the forecast accuracy. The combination of forecasts is a simple, pragmatic
and sensible way to possibly produce better forecasts.

The systematic study of combining forecasting methods started in the late 1960s
(Reid, 1969; Bates and Granger, 1969). Since then, the theories and applications of
combining forecasts have become an important and interesting area in forecasting.
Bates and Granger (1969) first introduced the idea of combining forecasts as a way of
improving accuracy and since the various forecast combination techniques have been
made to develop and improve the various forecast combination methods through
empirical testing and simulations.

Generally, combining forecasting methods can be classified into two categories: the
linear and the nonlinear ones. The linear combination methods are the simple and the
weighted combination of forecasting models and the combination approaches are
based on regression analysis. These methods are based on the assumption that there
exists a linear relationship among the combined forecasting models. However, when
some of the combined forecasting methods are derived from nonlinear models, or the
conditional expectation, on which each individual forecasting model is based, is a
nonlinear function of the information set, then a linear combination of individual
forecasting methods is not the optimal method. The second category is composed of
nonlinearly combined forecasting methods such as state-space methods that attempt to
model non-stationarity in the combining weights. Currently, all types of artificial
neural network methods are included in this category.
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2 Averaging

The combination forecast is given by:
fcit = szf;,t (D
i=1

where fZ . is the i-th single forecast, i=1,...,n, Ji ; is the combined forecast generated

by the 7 single forecasts , and w. is the combination weight assigned to f
3

2.1 The Simple Average of Forecasts

In combining the forecasts generated by two or more models, it is important to decide
the weights which will be assigned to each of the participating models. In the simple
forecasting combination, the combination weight is assigned equally to each of the
forecasts as follows:

n 2

The simple average method is a straightforward combination technique, empirical
results show that this method can generate reliable forecasts in many situations. The
simple combination forecasts compute the combination forecast without regard to the
historical performance of the individual forecast and do not take into account the
relative accuracy of the individual forecasting models that are combined.

The Robust Averages of Forecasts

It is well known that simple averages themselves are quite sensitive to extreme
values, and forecasts can sometimes vary considerably. Because of this, some authors
(e.g. Jose (2008) [11]) have suggested robust alternatives to use. Trimmed and
Winsorized means provide forecasts which are slightly more accurate than the mean,
and reduce the risk of high errors.

The a -trimmed mean is computed as

n—g
,Zﬂ fio + (9= n0) [ fy) + fyun)]
T, () = =4

n(l—2aq) 3)

where o = trimming, g = [na] =int[na], f;i) is i-th order forecast.

The a-trimmed mean is easy computed and can be easily understood. For example,
if @ = 0.25, them 7(0.25) is the average of the middle 50% of the order statistics,
refered to as “the midmean” by Tukey.
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The a-Winsorized mean is defined by

1 n—g
W(a) = o 9y + ,Zlf(z') + Gy
1=g+

“

where 0 < o <1/2 and g =[na] is the largest integer k satisfying k£ < na.

2.2 Weighted Averages Combinining

Even though the use of equal weights for each of the individual forecasts offers the
advantage of simplicity and also precludes the forecaster’s own bias in the selection
of weighting factors, there may be a good reason for weighting one individual
forecast more than another. Many methods and approaches have been proposed in this
area. Only those which frequently occur in applications are presented in this
contribution.

Variance-Covariance method

When two individual forecasts are consistent over time then the “optimal” method
proposed by Bates and Granger may be used. This method minimizes the variance of
the forecasts errors over the time period covered. The weight assigned to the first
forecast model is calculated in the following manner (the second forecast model
would receive a weight of (1-w)):

2
0y — PO,0y

w= 2 2 2
0y — 0y — 400,0,

)

where o}, o are the variances of forecast errors for i-th model, p is the coefficient of

correlation between the errors in the first set of forecasts and those in the second set.
Generally, the variance-covariance method determines the weight vector according
to:

-1
L (6)

7
with the constraint w; > 0. In equation (6) w = (w;,...,.w,)’, Z w, = 1; ) denotes
i=1
the sample covariance matrix; and u is a conformable column vector of ones:
(1,...,1)". In practice we estimate W by replacing > with an estimate
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t=T—-v+1 (7)
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where U means a number of the most recent observations, 7 is the total number of
periods for which there is a history of forecasts errors.

This method calculates the weights by taking the historical performance of the
individual forecasts into consideration and may be assigned as moving sample
approach using all variance and covariance information and thus the method becomes
an adaptive approach to combining forecasts. Granger and Ramanathan showed that
this method is equivalent to a least squares regression in which the constant is
suppressed and the weights are constrained to sum to one (see in 3.3).

Mowing Sample Approach Which Ignores Covariance Information

In this method weights are specified as follows

t=T—-v+1 ,
wi - n T -1
> %
j=1 \t=T-v+1
®)
An 'Adaptive' Scheme Which Ignores Covariance Information
The weights are computed as
T -1
2
Z €i
W, = Qw; p_; + (1-a) e )

j=1 \t=T—v+1

where 0 < a <1 . Smaller values of a imply that greater weights are given to recent
observations.

Discount MSFE (Mean Square Forecast Error) Method

This approach weights recent observations more heavily than distant ones, and
computes the combination forecast as a weighted average of the individual forecasts
where the weights depend inversely on the historical performance of each individual
forecasts. The weights are

w, = =1 (10)
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where 0 < v <1 is the discounting factor, T denote the observation lengths used to
obtain the weights. For 7y =1 this method corresponds to scheme (8).

The Approach Using All Variance and Covariance Information and Discounts
Weights

In this approach the weights are defined as
A T
A Z ’Ytei,tejt
W = ——— where [Z_l] ==y >1 (11)
2]

>

=1
Smaller values of y imply that greater weights are given to recent observations.
The Bayesian Approach

There have been a number of attempts at using Bayesian analysis for forecast
combination. Bunn [4] suggests a Bayesian methodology to combine forecasts based
on the subjective probability. This approach develops the forecast combination as
f. = p'[ where p’is a simplex of probabilities which can be assessed and revised

in a Bayesian manner. Each individual weight is interpreted as the probability that its
respective forecast will perform the best (in the smallest absolute error sense) on the
next occasion. Each probability is estimated as the fraction of occurrences in which its
respective forecasting model has performed the best in the past. It is a robust
nonparametric method of achieving differential weights with intuitive meaning which
performs well when there is relatively little past data and/or when the decision maker
wishes to incorporate expert judgement into the combining weights. Later a Bayesian
model based on the magnitude of the relative performance of the forecasting models
has been suggested. The Bayesian approach is not explained in detail in this
contribution.

3 The Linear Regression Methods

Utilization of the framework of linear regression model, namely to consider
forecasted process as the response variable and the individual forecasts as explanatory
ones have been used already by Bates and Granger.

In most of papers, properties of the combinations which were created by means of
linear regression model were investigated, and they tried to answer such questions as
whether the intercept should be included or not, whether some constraints should be
imposed on the coordinates of the estimator of coefficients of model, etc. There are
three frequently applied basic regression models in combining forecast.
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3.1 Unrestricted Regression Model

/4
Yorn = B + Z@fm + €
i=1 (1 2)
where y are the past actual values of interest, the independent variables {f;, }are a
sequence of forecasts of {y,.,} made at time #, # is the forecast horizon, ¢, is the error
term following the OLS assumptions.

An unrestricted regression-based approach would appear to be the natural choice.
However, many authors advice that some care should be taken. In case of including
more forecast to be combined, the variable must be either stationary or made
stationary. Another issue is that the forecast errors resulting from unrestricted least
squares combining are likely to be serially correlated. The next problem with the
unconstrained regression approach is multicollinearity. So, the unrestricted regression
model is usually preferable only if the different forecasts are all unbiased.

3.2 Regression Model Without Intercept Term

In this method the constituent forecasts are used as regressors in an ordinary least
squares (OLS) regression with the inclusion of a constant. This model may result in
biased forecasts.

p
Yoen = Z@f;f t &
=1 (13)

3.3 Regression Model With Restricted Weights

Here the least squares regression is performed with the inclusion of a constant but the
weights are constrained to sum to one.

4 D
Yern = Z@fm + € Z/ﬁt =1
i=1 i1 (14)

Under assumptions of unbiasedness of individual forecasts the most authors argue that
this model is better than others. On occasion any of these weights may be negative, in
which case interpretation is tenuous. So, many authors advice to use these methods
only when weights are positive.
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3.4 Regression Models for Integrated Processes

When the data used are realizations of integrated processes, such that their differences
are 1(0), then the following combination regressions are considered

P
Yorn — Y =5 + Z Bl —¥)+ e
o1

(15)
Yo =Y = Z@(fm —y,)+ Epn
i=1 (16)
Y1 — Y = Z@(fn —y,)+ e Z/Bz =1
i=1 i=1 (17)

Many generalizations of the combination regression considered here have been
proposed, such as time-varying and other non-linear weighting and regression
schemes, dynamic combining regressions, Bayesian shrinkage of combining weights
toward equality, nonlinear combining regressions. The basic foundations of some of
them are introduced.

3.5 Time —Varying Combining Weights

This approach was proposed by Diebold and Pauly) [7]. In the regression framework
one may undertake weighted or rolling estimation of combining regressions, or one
may estimate combining regressions with explicitly time varying parameters. The
combining regression is based on the most recent v observations. For most
applications it is adequate to assume that weighted matrix is diagonal, i.e.

W =diag(w,,,.... Wyy) (18)

which means that the sum of squares is minimized
T

2 Wy

i=1

n 2
Yy — Z ﬁ:]ir]
=0 (19)

A simple method for ensuring that the influence of past observations declines with
their distance from the present can is to specify

W =diag(w,,...,w;) ,where w, 2w, ,, t=1,...T. (20)
Diebold and Pauly [7] considered five basic weighting schemes:

e Equal weight (standard regression-based combining): w, =1, forallz (21)
e Linear: w, =¢ forall ¢ (22)
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e Geometric: w,=4"", 0<A<Lorw, =\, A>1 (23)
o 7 (tlambda’): w,=t*, 1>0, (24)
A _ . <
e Box-Cox: w, (1) = (7 =Di4 i 0<A<l (25)
Int if =0

3.6 Dynamic Combining Regression

Serial correlation is likely to appear in unrestricted regression-based forecast
combining regressions. A combining regression with serially correlated disturbances
is a special case of a combining regression that includes lagged dependent variables
and lagged forecasts.

3.7 Bayesian Shrinkage Forecasts

In this method the weights can be viewed as a Bayesian estimator. The least-squares
weights and the prior weights then emerge as polar cases for the posterior-mean
combining weights. The actual posterior mean combining weights are a matrix
weighted average of those for the two polar cases.

3.8 Robust Regression Methods

It is well known that the least squares regression is extremely sensitive to any error, or
even atypical values in data set. The design matrix is created from the past forecasts,
among which one or few values which are considerably far from others may
sometimes appear, it is, some leverage points among the data may be expected.
Similarly among the past values of the forecast process some outlying values can
exist which are not necessarily wrong values, but the presence of which can
negatively influence the results of combining forecasts. These circumstances imply
that better results may be expected when applying robust methods instead of least
squares. That is why one may give priority to some robust methods for estimating
regression coefficients.

We consider the regression model

Y=Fp, +¢, 25)
where Y =(Y,,...,Y,)" represents the forecasted process (response variable),
F, =(f;), i=L..t j=1..kis the design matrix containing in the first column

vector of ones, i.e. f;, =1for i =1,...,t and the remaining k-1 columns are created
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from (k-1) forecast, B, = (B,,... By, )" is used to represent the vector of regression
coefficients and &= (g,,...,&,)" is a vector containing i.i.d. random variables.

Some discussion concerning possibility of applying some robust methods (see
[31,[71,[91,[18] have appeared. Employing the L;-technique or trimmed least squares
based on regression quantiles have been recommended as the first, later application of
M-regression and at last stage robust regression methods with high breakdown point
(especially LTS regression).

The L, -Norm Regression

The original proposal of Koenker and Bassett considered a linear combination of
regression a-quantiles, 0< & <1, defined as any solution to the minimization problem:

f, =argmin> p, (7. - £) 26)

BeR, =1

where p, (1) = a|u|1[u>0]+(1-a)|u|1[u < 0]
L, -norm estimator, i.e., the estimator minimizes Z|K - fl'ﬂ| is a special case for

o =0.5. It is LAD (least absolute deviations) estimator or regression median /3, ;.

The Trimmed Least Square (7LS) Regression ~

TLS regression is based on Ruppert’s and Carroll’s generalization of the a-trimmed
mean proposal. For some fixed ¢;,,,0<a, <a, <1

A7 =argmin Y (¥, - £5)’ @7)

ﬁER,, i€l

ay.a

. . "N "
where/, , = {z|1 <i<n,x;fB, <Y, <x,fp, }

The performance of both these methods may be seriously affected by the presence
of leverage points among carries and hence it is necessary some care when using
them. Both methods are able to cope with outliers (for the response variable) which in
forecasts-combining-problem may be more frequently occuring case than appearance
of leverage points.

The M-regression

The M-estimators of regression coefficients is defined by minimizing a sum of
functions p of residuals

minimize ) p(e—fj (28)
O

i=1
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where residual e, =y, — Bf,, p is a smooth real almost everywhere differentiable

function. (Considering p(z) = z” we obtain, as a special case of the M-estimators,

the LS estimator).
Assuming that the derivate of function p exists and y = p, than we usually

consider the M-estimator as solution to the system of equations

Zw(gjf =0 (29)

with ¢ = p’. If pis convex and y continous, the definitions in equations (28) and

(29) are equivalent. Various y~functions lead to various ME's.

Under assumptions of unbiasedness of individual forecasts in the regression
combining the combination without intercept and with constraint imposed on the
estimate of regression coefficients that they sum to one, is preferred (see chap. 3.3).

The conviction that robust methods have an important role to play in the
formulation of the combination of forecasts has lead to explore the above topic when
M-estimators of the regression coefficients are used in place of LS-estimator. Augliar,
Rubio and Visek [3] proved then the constrained M-regression model produced
forecasts that are asymptotically unbiased and more efficient than those from the
unconstrained one.

The Least Trimmed Squares Regression

But some other robust technique can be more adequate than M-estimators when the
individual forecasts include some ,,atypical® values - outliers are used as regressors,
the problem of leverage points may appeal. In these cases technique with high
breakdown point as the least trimmed squares or the least median of squares would be
preferable. Visek [18] gives support to robust 7LS method which may be effective in
combining the forecasts.

The least trimmed squares (L7S) estimator (proposed by Rousseeuw [15]) are
obtained by

h
minimize » €, , (30)
i=1

where ¢ is the i-th order statistic among the squared residuals written in the

ascending order, h = [t/2] + [(t +1/ 2)] and [x] denotes the largest integer which is

less or equal to x. The value of / implies the level of robustness of estimator, namely
its breakdown point.
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5 Conclusion

Many combining forecast methods in the forty years since the seminal work on
combining have been suggested and can be found in literature. In this contribution,
only some basic approaches were mentioned.

Despite a large literature on combining forecasts, there in no consensual agreement
regarding the choice of which method or approach to wuse. Frequently,
recommendations of various authors are contradictory. However, one result is
common: combining forecasts is a well-established procedure for improving
forecasting accuracy which takes advantage of the availability of both multiple
information and computing resources for data-intensive forecasting and the research
in this area has to be continued.
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Abstract. The Capital Asset Pricing Model (CAPM) is a fundamental vehicle
by which contemporary financial theory approach the explication of risky assets
price determination. The article focuses on empirical verification of the Black
version of the CAPM - in theory and practice - and discusses the shortcomings
of statistical verification of the CAPM.

Keywords: The Capital Asset Pricing Model (CAPM), the Black version of the
CAPM, three implications of the CAPM, likelihood ratio statistics, F statistics,
risk premium.

1 The Introduction

Although the Capital Asset Pricing Model (CAPM) is very popular in the sphere of
theoretical finance; over the recent 50 years enough evidence has been gathered to
disprove its elusive validity. For its validity is tied with glittering assumptions of
investing at financial markets, it still remains of appeal to many authors attempting to
prove its empirical validity. The failure of statistical tests to recognise the empirical
validity of the CAPM motivated several modifications of the CAPM in the belief that
they would reflect better the rationality of financial markets, still in consistence with
the general theory of investing at financial markets. One of them is the famous Black
version of the CAPM. This article focuses upon the derivation of an appropriate
statistical framework for testing its empirical validity and on its full implementation
on a sample of U. S. data, and is a natural continuation of our earlier work ([2], [1]).

2 The Formula of the CAPM

The foundations of entire investment theory were laid by Harry Markowitz (1952)
who in his pioneer work established that the decision-making of an investor goes
under the mean-variance (M-V) rule, i. e. an investor aims to build up a portfolio of
the highest expected return (mean, M) at the given level of risk that he is willing to
accept (variance, V). These theoretical results were further extended and set up the
CAPM - by William F. Sharpe (1964) and John Lintner (1965) into the so-called
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Sharpe-Lintner version and by Fisher Black (1972) into the respective Black version.
These authors were interested in the process of the determination of prices of risky
assets at financial markets and founded upon rationality of investors and efficiency of
financial markets. It is the Harry Markowitz’s assumption of mean-variance
efficiency of financial markets that is key to the validity of the CAPM. Should thus
the CAPM be found invalid facing the real milieu of financial markets, it would
directly imply that financial markets are not efficient in the sense of Harry Markowitz
and would subsequently discard all stylized emblems of contemporary financial
management.

It is not the aim of the article to investigate into the legitimacy of the model or
enlighten its interpretation insomuch as its full derivation or the interpretation is
readily available in literature. The reader may familiarize oneself with the theoretical
derivation of the CAPM in the aforesaid works of William F. Sharpe, John Lintner
and Fisher Black, or e. g. in [4], or in [6].

It must be said that there are many versions of the model and numerous
modifications stemming from attempts to best reflect the reality of financial markets,
or even from the efforts to apply the CAPM to human capital markets or property
markets. Nonetheless, taking the CAPM traditionally in the domain of financial
markets, it may appear either in the Sharpe and Lintner variant, or in the Black
version. The distinction consists in their attitude towards the existence of lending and
borrowing facilities at a riskless rate of interest. Whilst Sharpe and Lintner admit that
an investor is able to borrow or lend at a riskless rate of interest, the Black version
operates in the environment with the absence of riskless assets. The riskless asset is an
asset which yields the given return with probability 1, and its return is identified with
the riskless rate of interest. In practical applications, a proxy for the riskless rate of
interest such as a government zero coupon rate or a government bond rate is
employed instead.

2.1 The Sharpe-Lintner Version of the CAPM

The Sharpe and Lintner formula of the CAPM reads for the expected return of the i-th
asset at a given time in this way:

ER =R, +p" (ER,-R,) . (1)
s cov(R,R,)
,Bi - DR

m

)

where R; stands for the return of risky asset i, R, denotes the return on the market
portfolio and R, is the return on the riskfree asset (i. e. the riskless rate of interest).
Here needs be remarked that the riskless rate R, may be deemed as nonstochastic and
constant over time, or it may be considered as a random variable (which is compatible
with empirical observations). The expression in the brackets of formula (1) ER,, — R,
is called the risk premium and measures the expected excess return that an investor
can gain by investing into the market portfolio in place of investing into a riskless
asset.
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2.2 The Black Version of the CAPM

The formula of Black is more general as it operates with the return on the zero-beta
portfolio rather than with the riskless rate of interest. Because no financial asset can
be unreservedly found riskless as was defined above, the Black model does not resort
to the existence of a riskless asset. It only assumes the existence of a portfolio
uncorrelated with the market portfolio, independent of market moves. If such a
portfolio exists, the beta coefficient of the CAPM is zero, which thus motivates the
name the zero-beta portfolio. Generality rests upon the fact that if a riskless asset does
exist in the financial market, its beta coefficient is zero and it itself is a zero-beta
portfolio. The same holds for portfolios of riskless assets, they, too, are zero-beta
portfolios. In the environment where there is no riskless asset, the expected return on
the i-th asset is supposed to be linearly related to its beta by virtue of the excess of the
return on the zero-beta portfolio. The Black version assumes that the expected return
of the i-th asset at a certain time is governed by the formula

ERi = ERom + IBI'B (ERm - ERom) 4 (3)
s Cov(R.R,) ’
Bl=—p g 0

where R, represents the return on the zero-beta portfolio. The bracketed expression
in (3) ER,, — ER,,, is also termed the risk premium and quantifies the expected excess
return that an investor can gain by investing into the market portfolio instead of
investing into a zero-beta portfolio.

The econometric analysis of this model is comparatively complicated as the zero-
beta portfolio is not observable and its return is an unobserved quantity.

2.3 The Testable Implications of the CAPM

It is of interest to check the validity of the CAPM by rigorous statistical testing.
Equations (1) and (3) bear three testable implications as stated in [5]:

C1. The relationship between the expected return on a risky asset and its risk
expressed by " or by ” is linear.

C2. B or B? is the complete measure of risk of a risky asset, and no other
measure of risk appears in (1) or (3).

C3. The risk premium ER,, — Ryor ER,, — ER,,, is positive, which implies that in the
milieu of risk-averse investors higher risk is associated with higher expected returns.

Should it be possible to find all three validity implications satisfied, it would be
suggestive of the empirical trueness of the CAPM. In contrast, statistical evidence
against at least one of them would be at odds with the theoretical development and
empirical validity of the model.
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2.4 The Econometric Model of the Black Version of the CAPM

The article focuses upon the Black version of the CAPM. The following explication
presents, in line with the above-declared aim, an econometric model of this version
and develops suitable statistical tests for its empirical verification.

For this purpose the following model of linear regression for risky asset i is taken
under advisement:

R,-—Uzaﬂrﬂf(Rm—’?)JF% ’ Q)
in which the expected return on the zero-beta portfolio is re-denoted into #, the other
expectations are removed and in comparison with (3) the parameter a; and the
disturbance term ¢; are added. Having formulated the model for a single risky asset in
this fashion, the usual ordinary least squares estimate or the maximum likelihood
estimate for f; coincide with its theoretical counterpart in (4).

It is necessary to test for each asset i in the market
C1. Whether the intercept ¢; can be though of as zero.
C2. Whether the coefficient £ exhausts the entire variation of asset excess returns.
C3. Whether the expected market premium ER,, — 7 is positive.

Parameter estimation in (5) and testing C1 — C3 must be done not individually for
each asset available but for all assets in the market, though.

For the CAPM to be valid, it need be true at an arbitrary time and for all assets and
portfolios of them available in the market. Accordingly, N financial assets over 7 time
periods are considered and the Black model reads at any time ¢

R—nml=a+BR,—n)+e&, (6)
whereas it is required
Eg;=0, cove,=Z(p.d.),
ER, = tn, DR, =o0,’, (7)
cov(g;, R,)=0.

In (6) and (7) R, is an (V x 1) vector of returns for N assets (or portfolios of assets)
at time ¢, 1 is the (N x 1) vector of ones, a denotes the (N x 1) vector of intercepts and
B the (N x 1) vector of beta coefficients of the regression, R, is a scalar to represent
the aforesaid stochastic market return at time ¢, # is a scalar to represent a constant
zero-beta portfolio return, and finally &, stands for the (N x 1) vector of disturbances
at time .

As the further development bases upon the method of maximum likelihood and
model (6) and (7) suffers from the fact that R,, is a random variable, it need be
assumed that the asset returns Ry, ..., Ry conditional on market returns R,,;, ..., R,,r are
independent identically distributed multivariate (N-dimensional) normal.
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3 The Methodological Set-up

For a smooth theoretical derivation of the statistical tests several aspects of maximum
likelihood theory of point estimation as well one result on the multiavariate statistical
theory will be needful.

Let &, ...,& be a sequence of independent random vectors with the same
distribution associated with probability density function p(x, <) with respect to some
o-finite measure p. Let the probability density function p(x, *) depend upon a set of
real vector parameters 0y, ..., 0, with dimensions m;, ..., my respectively, all at least
equal one. It is required that the density function p(x, 0y, ..., 8;) is well-behaved in
correspondence with usual regularity conditions. The joint probability density
function L(xy, ..., Xy 01, ..., 0) = L(By, ..., 0,) of &, ..., &, is called the likelihood
function and its logarithm I(xy, ..., Xy, 0y, ...,0y) = (0, ..., 0,) the log-likelihood

function. The maximum likelihood estimates for 0, ..., 8y may be defined by a system
of equations
0 ) 0 0 =0
e ®
0,=0,

for all j € {1, ..., k}. The covariance matrix of the maximum likelihood estimates for

01, ..., 0, can by obtained by the inverse of the Fisher information matrix 3(01, ..., 0y)
established by the expression
1 &4
3(01""’0/():(_E_—]ie]...k ’ 9
n 06,00, je{{l,...,k}}

so that it holds for the covariance matrix of the maximum likelihood estimate for any
parameter 0; that

covl, ={3 '(91»---»9;()}9,9, (10)
forallj e {1, ..., k}.

Let us assume that the true value of parameter 0, for some j € {1, ..., k} is 0, and
that the rest £ — 1 parameters must be estimated by the maximum likelihood method.
The log-likelihood function / evaluated at the maximum likelihood estimates for
0y, ..., 0, when the true value of parameter 0; for some j € {1, ..., k} is not known is
termed unconstrained (similarwise, the maximum likelihood estimates are called
unconstrained). The log-likelihood function /” evaluated at the maximum likelihood
estimates for 0y,...,0;_1,0;,,,..., 0, and the true value of parameter 0, for some
Jj e {1, ..., k} 0;is called constrained (and, correspondingly, the maximum likelihood
estimates for the unknown parameters 0, ..., 0;_;, 0, ,..., 8, are called constrained).
Then, considering the referred regularity conditions, the likelihood ratio statistics
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LR:2(1—1")=

N A * Ak A* Ak A* (11)
= 2(1E 0 ,0,) 1 e 6,070 1,0,0,0,,,6))

is distributed asymptotically ;(Z(m,»).

The following theorem is to be found and proven in e. g. [7] and [9]:

Let &, be distributed N,,(0, V) and A ,,., be distributed W,,(n, V), whilst n > m
and § and A independent, then

_n—-m+l

F EA’E (12)

follows an (exact) F(m, n —m + 1) distribution.

4 The Derivation of the Tests

In this section tests for validating the three implications of the Black version of the
CAPM are described. In consistence with model (6), implication 1 requires a = 0,
implication 2 is that the covariance matrix X is formed only by virtue of B only and
implication 3 forces the expected market premium ER,, — 7 to be positive.

4.1 Testing Implication 1 of the Black Version of the CAPM

The unconstrained model set by equation (6) allows any values for the parameters a.,
B and Z. Given the assumptions of normality and conditionality on market returns, the
probability density of any R, conditional on market return R, is

N LR, ~y1-0-B(R, ) £ (R, ~n1-a-B(R,, -
3 S(R=m1-a-B(R,, =) Z"(R,~n1-a-B(R,, m)’ (13)

p(R|R,;0,B,E)=(27) (detz)% e

and combining it with the assumption of iid property, the joint probability density of
R, ..., Ry conditional on market returns R,,, ..., R, 1, or the unconstrained likelihood
function, runs in the form

p(R,....,R,|R ,....R ;0,B,X)=L(a,B,X) =
- (2@*% (det):)’g eiézjj(Rf7771711*[3(1?,,”*ﬂ))/Z"(Rl—qlfafp(Rm,,7)) : (14)

Consequently, the unconstrained log-likelihood function is
I(0,B,X) = -2 log(27)—Llog(detX) - .

1R —yl—a—B(R, —) T (R, ~ml—a—B(R, 1)

and the respective unconstrained maximum likelihood estimates for a, B and X are
determined by the solution to the following system of equations
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o et . _
fa| s =T E (R omaobeR, —m) =0,
=X
ol I .
o=t Y (R~ -6-B(R, —n))(R, —1)=0, (16)
.
al e . 4 g
5 t;j; :7%2 ]+%E lt:] (R,*ﬂl*ﬂ*B(Rm,*ﬂ))(leﬂlf(lfﬂ(le*U))E : =0.
=X

The resulting maximum likelihood estimates for o, B and Z are
a(m)=R-n1-(R,~n).
(=T = =
i 12 (R-R)(R,-R,)
B= 2 ; 17)

N

m

’

2=43" (R, -R-(R, -R,))(R,~R-B(R, -R,)) ,

whilst ﬁ:%z;th’ R -13""p and SZZ%Z,ZT(R

1
m T (=1~ mt t=1 mt

-R )2. It is worth noticing

that only the maximum likelihood estimate for a depends on the value of #, which is
indicated by being a function of #.

The results for the constrained model are obtained in the same manner. The
constrained model is also governed by equation (6), however, with o = 0 and with
arbitrary values for the remaining parameters  and X. The constrained log-likelihood
function reads

I'(0,8,%) =—Llog(27)—-Llog(detX) -
-1 . ' (18)
~1 2 (R, ~71=B(R, —m) £ (R, ~n1-B(R, ~1))

and produces the maximum likelihood estimates for  and X in the form

> (R =m1)(R, =n)
> (R, =n) (19)

£ =tY (R, ~71-B&, )R, ~71-B(R, ~1)

B'(m) =

both of which are dependent upon the value of #.
For it holds that
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SR, -m-a-B(R, -m) £ (R, —1-a-B(R, — 1)) =
)

=Tr) " (R, ~R-B(R, -R,)) £ (R, -R-B(%, - R,))

T N (20)
=Y Tr(R,-R-B(R, ~R,))(R,~R-B(R, ~R,)) £ =
=3 TEET =3 T, =N,
and, similarly,
SR - - (R, ) £ (R, — 1= (R, 1)) =
=Ty (Rt =B (R, =) £ (R, 1 =B (R, =) = 1)
¥l _

=Y Tr(R, =1 (R,, - m))(R, =1 -F (R, ~m)) £
=Y TR =Y T el =NT

evaluating the unconstrained log-likelihood function at the respective unconstrained
maximum likelihood estimates for a, § and Z it is arrived at

1(6(7).B.£) =~ log (27) ~F log (det £) -4, (22)

and evaluating the constrained log-likelihood function at & = 0 and at the constrained
maximum likelihood estimates for 8 and X it is obtained that

I(0.° (7). 2" (7)) =~ 2L log (27) ~ L log det £ (7))~ £ (23)
and the likelihood ratio statistics in (11) goes into the form
LR(p) =2(1(6(7), B, £) =1 (0,8 (), ()| =

:T[log(det ﬁl*(n))—log(det ZA‘.)J . -

The likelihood ratio statistics (24) does depend on # and under the null hypothesis
Hy: a. =0, if the value of 5 is known, follows an asymptotic *(N) distribution.
However, the value of # is unknown and must be established, which can be done by
virtue of (24). It is apparent that the value of # minimizing the likelihood ratio (24) is
the maximum likelihood estimate for #. Having thus defined the maximum likelihood
estimate for # in rather an unusual way as

7" =argmin LR(y) - (25)
neR
and substituting it into (24), the result is that the likelihood ratio statistics
LR(ﬁ*):T[log(det ﬁ*(ﬁ*))—log(detﬁ)] (26)

loses one degree of freedom and has an asymptotic (N — 1) distribution instead.
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The test grounded in the likelihood statistics (26) is, however, a large sample test.
To construct a finite sample test, the F statistics (12) may be employed. To this end,
the covariance matrix of the unconstrained maximum likelihood for a need be set-up,
which may be effected through the inverse of the Fisher information matrix. The
elements of the Fisher information matrix are successively

S, =—EL0%0/0000.=X",

SBB = —E%azf/al}aﬁ = (Sri +(§m _77)2)271 ’
322 = —E%@%/azaz :%27124 ,

~ L A2 5 O~ 27)
Sy =—E700/00dp=(R,—mE" =3,,,
S =-EL+0°0/0a0L=0=3,,,
Spe = —E%azﬁ/aﬁé): =0=3,,
put in the Fisher information matrix itself as
oz (R,-mZ” 0
3(0.B.2)=| (R, - (s, +R,-n )T 0 |- (28)
0 0 iy-y™
and its inverse reads
(1452 )s 22y 0
3 (apX)=| -frx 1x 0 | (29)

0 0 2xx

As it is easy to see that the unconstrained maximum likelihood estimates for a is
unbiased and N-variate normal — being just a linear combination of N-variate normal
Ry, .., Ry and of conditionally constant market returns R, ..., R,y — with the
specification completed by o element of 37 (at, B, Z)

b~ NN(a,(1+—<Evj;”>z)z),- (30)
so it is tedious (and for the sake of this article omitted) to show that

TE~W,(T-2,%) . (31)

On the basis of (30) and (31), it is possible to fructify the theorem stated in Section 3.
It suffices to put only

&zﬁ(n;) A=TE, m=N, m=T-2, (32)

and the F statistics (12) takes the form
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T-N-1 s S
Fn)= —u a'(mXxXa 33
n=— SR ) (X~ a(n) 33)

with an F(N, T — N — 1) distribution under null hypothesis Hy: o = 0 and is dependent
on 7. As 7 is unknown, the test using statistics (33) cannot be applied directly. In (33)
n must be replaced by its maximum likelihood estimate. Because the maximum
likelihood ration for # minimizes the LR(7), it also minimizes F(#). If 7, is the true
value of 7, it always holds that

F()<Fp,) » (34

which results in the fact that test based on F(#) with the substitution of the maximum
likelihood estimate for # does not reject Hy too often. If the null hypothesis is rejected
using the maximum likelihood estimate for #, it is rejected for any value of #,.
However, it is stated in [3] that this testing approach provides a useful check as the
asymptotic likelihood ratio test based on (26) has been found to reject the null too
often.

4.2 Testing Implication 2 of the Black Version of the CAPM

For testing implication 2 it need be made clear what is meant by exhausting the entire
variation of asset excess returns. To determine this, it suffices to derive the covariance
of any R; in N-asset model (6), allowing for restrictions (7); one obtains for any time ¢

covR, =cov(nl+a+B(R, —n)+¢ )=pDR B +cove, =o.Bp +X (35)

Thus, if B is to exhaust the entire variation of the R,’s there cannot be a significant
difference between covR, and o,,’BB’. Only this permits B to explain the entire
variation of the R,’s.

This ascertainment compels the framework which consists in comparing covariance
matrices. To test implication 2 it suffices to test whether the actual covariance matrix
covR, equals o,,’Bp’, or rather whether there cannot be established a statistically
significant difference between covR, equals o,,’BB’. This cannot be effected in the
ideal fashion for two reasons. First, the available statistical procedures for testing the
null hypothesis Hy: covR, = 6,,°BB’ require that the null specification c,,’pp’ be full-
ranked with non-zero determinant, which is not case, apparently. It is therefore not
feasible to test that all elements in the matrices in the null hypothesis comply. Second,
the specification of 6,,’Bp’ in the null hypothesis is not known and need be estimated.

Under this approach to verification of the Black version of the CAPM, implication
2 cannot be tested.

4.3 Testing Implication 3 of the Black Version of the CAPM

Of R,.1, ..., Rr has so far been assumed only that they are a random drawing from a
distribution with a finite expectation and a finite dispersion. However, on the
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distribution no assumption has been made. Insomuch as testing the positiveness of
ER,, — n is needed, with # treated as a constant estimable by the maximum likelihood
method, this can be accomplished under no particular distributional assumptions by a
nonparametric procedure. On the other hand, it may be assumed that R,,1, ..., R,,r are a
drawing from a certain distribution and the testing procedure can build upon this
assumption.

In the article two approaches are presented: either testing by the Wilcoxon signed-
rank test free of distributional assumptions, or testing on the footing of the standard
one-sample T test when normality is assumed.

For these procedures are notorious and well-described in literature, the formal
description of testing is left-out. It is needful to say only that for the Wilcoxon signed-
rank test the normal approximation was employed and that prior to using the one-
sample T test normality testing of market returns was conducted. The reader may
consulte. g. [11].

S The Empirical Verification

For an illustration of the aforesaid statistical issues for implication 1 only, the
estimation procedure and the tests were conducted on a set U. S. data. Available were
monthly stock prices of 17 U. S. companies represented in S&P 500 Index: Exxon
Mobil Corporation, Microsoft Corporation, Johnson & Johnson, Procter & Gamble
Company, International Business Machines Corporation, J P Morgan Chase &
Company, AT&T Incorporated, Apple Incorporated, Chevron Corporation, General
Electric Company, Wal-Mart Stores Incorporated, Intel Corporation, Bank of
America Corporation, Pfizer Incorporated, The Coca-Cola Company, Hewlett-
Packard Company, Pepsico Incorporated. Out of the monthly stock prices
logarithmic returns were constructed and so was done with the monthly values of
S&P 500 Index. However, it is needful to note that logarithmic returns of S&P 500
Index (or of any stock index whatsoever) are chosen merely as a proxy to market
returns, which are unobservable. To ensure comparability, the stock returns and index
returns were annualized. The series of returns encompassed 240 monthly observations
over 20 calendar years from July 1989 up to June 2009. The series were downloaded
from <http.//finance.yahoo.com>. The computations were performed in the
environment of Microsoft ® Excel 2003 and the testing of implication 3 was
accomplished in NCSS 2004.

The methodological procedure ran in this fashion: The series of 20 years of
observations was divided into four non-overlapping 5-year sub-periods, each counting
60 monthly observations, to which two non-overlapping 10-year sub-periods
corresponded, each counting 120 monthly observations. The estimation of a.‘s and B°s
and the application of the described tests were first effected on the 5-year sub-periods
(M7/1989 — M6/1994, M7/1994 — M6/1999, M7/1999 — M6/2004, M7/2004 —
M?7/2009), further on the 10-year sub-periods (M7/1989 — M6/1999, M7/1999 —
M6/2009), and eventually on the entire 20-year period (M7/1989 — M6/2009).

The results of the tests are reported in Table 1 as for implication 1 and in Table 2
as for implication 3.
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Table 1. Results on Testing Implication 1

. No. of Like”hOOd P . L
The period observations Eta ra}nq Significance F statistics Significance
statistics

5-year sub-periods

M7/1989 - M6/1994 60 -0.0049 8.9734 0.9145 0.3986 0.9785

M7/1994 - M6/1999 60 0.0606 13.4832 0.6372 0.6225 0.8546

M7/1999 - M6/2004 60 0.0841 10.8287 0.8199 0.4887 0.9443

M7/2004 - M6/2009 60 0.1640 22.8874 0.1168 1.1474 0.3461
10-year sub-periods

M7/1989 - M6/1999 120 0.0916 14.4065 0.5685 0.7653 0.7279

M7/1999 - M6/2009 120 0.0606 9.2646 0.9021 0.4816 0.9562
20-year period

M7/1989 - M6/2009 240 -0.0083 14.9727 0.5266 0.8406 0.6449

Table 2. Results on Testing Implication 2
No. of The Wilcoxon D'Agostino
The period e statistics Signifiacance omnibus Significance T statistics Significance
observations L
(approx.) statistics

5-year sub-periods

M7/1989 - M6/1994 60 13398 0.0902 3.8091 0.1489 1.1254 0.1325
M7/1994 - M6/1999 60 2.2158 0.0134 29.4186 0.0000 15669 0.0612
M7/1999 - M6/2004 60 -1.4944 0.9325 0.6506 0.7223 -1.6225 0.9450
M7/2004 - M6/2009 60 -2.3631 0.9909 255015 0.0000 -2.6840 0.9953
10-year sub-periods

M7/1989 - M6/1999 120 16237 0.0522 23.4089 0.0000 1.0225 0.1543
M7/1999 - M6/2009 120 -1.1287 0.8705 15.3915 0.0005 -1.8135 0.9639
20-year period

M7/1989 - M6/2009 240 2.8644 0.0021 37.1388 0.0000 1.7555 0.0402

Before the testing of implication 1 itself, the asset returns were inspected as to the
presence of multivariate normality. (On this, the results are not reported.) The
Mardina’s tests of multivariate normality of 1970, which are closer described e. g. in
[8], were not suggestive of its presence in the asset returns Ry, ..., Rp. The test
founded on the multivariate kurtosis rejected normality at all levels of significance in
the entire 20-year period and in all the sub-periods considered, whereas although the
test based on the multivariate skewness rejected normality at all levels of significance
in the entire 20-year period, it was indicative that normality in sub-periods M7/1994 —
M6/1999, M7/1999 — M6/2004, M7/2004 — M7/2009 could be characteristic of the
data. The summary result yet is that the assumption of normality has not been
substantiated and that further tests to conduct may be therefore invalidated. This
manifestation, of possible symmetry and leptokurtosis, is typical of financial returns
and is consistent with other empirical studies.

In the face of the failure of the normality assumptions, the results on testing
implication 1 are favourable as in the entire 20-year period and all the sub-periods
considered the null hypothesis of a =0 cannot be rejected at all custom levels of
significance. The Black version of the CAPM as proposed by (6) has been found to
hold.
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This, however, cannot be judged on meeting implication 3. The results can be
interpreted as relatively inconclusive, or rather, relatively unfavourable. The
Wilcoxon signed-rank test tested the null hypothesis of the median of risk premium to
be zero against the alternative hypothesis of the median of risk premium to be
positive. The one-sample T test performed the same testing, though, about the
expectation. The fact is that the interpretation value crucially depends upon the
assumption of normality of market returns. This assumption is invalidated by
D’Agostino omnibus test of normality of 1990 in the entire period and all the sub-
periods with the exception of M7/1989 — M6/1994 and M7/1999 — M6/2004. The
positiveness of the expected risk premium at the significance level of 0.05 can only be
detected in M7/1994 — M6/1999 and the entire 20-year period (as far as the Wilcoxon
signed-rank test results are taken into consideration). The results are also determined
by the credibility of the maximum likelihood estimate for #, which substantially
varied over the periods considered.

6 The conclusion

Over the late three-four decades enough empirical evidence has been obtained against
validity of the Capital Asset Pricing Model. None the less, the model still enjoys great
popularity for its intuitive and understandable construction resulting from a set of
assumptions peculiar to the environment of developed capital markets. Much
literature is devoted to the promotion of the model; yet scarcely is its validity
questioned. The idea that its advocating cannot go without investigating its validity
incites this article. Thus motivated, the article describes the framework for the
estimation of the parameters of the CAPM after Black, and acquaints the reader with
statistical tests for judging its validity. Three implications of the Black version of the
CAPM need be tested; however, under the outline of the approach presented in the
article only two are testable. The empirical part contains the results of empirical
verification of the Black version of the CAPM. The results building upon the failed
assumption of normality are surprisingly uniform and are suggestive that the CAPM
over the entire 20-year period from 1989 to 2009 is valid with respect to the chosen
portfolio of seventeen assets, as for implication 1. These findings are consistence with
the theoretic representation of the CAPM. Contrariwise, implication 3 has not been
found met and the positiveness of the risk premium may be challenged. Yet, this
ascertainment is not at odds with the theoretic formula of the CAPM.

The article was prepared under the grant scheme VEGA No. 1/4633/07
Construction and analysis of dynamic macro-economic models of open economies
and VEGA No. 1/4634/07 Variant methods of prediction of financial situation of
small and medium enterprises after the introduction of common European currency in
the Slovak Republic.
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Abstract. The most prevailing indicator of public expenditure for education is
their proportion in GDP. Expenditures for one student per year or the
proportion of students per 100 inhabitants rank among other important
indicators. This paper deals with the analysis of public expenditures, which
were directed at the sphere of education using the latest available data of
EUROSTAT. Information from 26 EU countries and Norway was used. A
linear regression model was compiled with three predictors and the interpreted
variable of expenditure for a student. This model originated on the basis of the
wider range of indicators using step regression and the rate of its determination
amounted to about 90%. Through the correction of non-linearity introduced by
some countries substantially better results were achieved without necessity to
exclude these countries. The resulting model with five parameters leaves 1.4%
variability of the interpreted variable unexplained. The model correctness was
also examined using regression diagnostics.

Keywords: Education expenditure, Linear regression modeling, Model
Building, GDP per inhabitant, Proportion of educational expenditure to GDP

1 Introduction

The education, research, development and innovation are interconnected and
represent the most important long-term source of economic development and
prosperity of countries and their regions.

As stressed in the document Key data on higher education in Europe 2007 [1],
education represents great benefit both for individuals — it helps to achieve aims in
life, profession and position and for all society — degree of education is one of basic
criteria for current and future competitive strength of the economy. Thus education
expenditures predetermine, to a certain extent, the competitive strength of the
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economy. At the same time, amount of costs currently invested is appreciated in a
considerable lapse of time.

Majority of developed EU countries finance the substantial part of educational
system from public funds, which distinguishes them e.g. from the USA that have,
besides state school system, a wide network of private educational institutions with
long tradition.

2 Material and methodology

The statistical monitoring of public education expenditure is methodically controlled
by a common specialized group of UNESCO, OECD and EUROSTAT organizations.
The proportion of education expenditure in GDP is the most common indicator of
public expenditure on education. Other important indicators are e.g.: student costs per
year, GDP per capita or a number of students per 100 inhabitants.

This paper deals with the description and analysis of costs directed to school
systems of selected European countries [2]. The data, published by EUROSTAT for
the year 2005! [3], helped to create a linear regressive model with three explaining
variables — GDP proportion in percents directed at educational system, GDP per
capita and a number of students per 100 inhabitants and the explained variable is
cost per student.

The described model was created on the basis of originally wider range of
indicators using the technique of creating regressive model by means of step
regression. A lot of multi-factor regressive models have been created which differed
from the authors” model in including other predicators and their interactions. No other
model, however, could be designated as more convenient either from the logical point
of view or formally statistical point of view (determination coefficient and residual
characteristics).

To create a multiple linear regressive model, official statistical information on 26
EU countries, extended by Norway, has been used (except Luxemburg that did not
have complete processed indicators). In all, the model has been created based on data
from 27 European countries.

The designed model is trying to answer the question: “How do expenditure per
student (estimation of explained variable y*) depend on:

e proportion of education expenditure in GDP (explaining variable, predictor
X1),

e  GDP per capita (explaining variable, predicator X,) and

e anumber of students per 100 inhabitants (explaining variable, predictor X;).”

While analyzing individual variables and their binary relations, outliers in the
direction of explained variable axis and outliers in direction of both axes were
present. It is caused by different economic level of involved countries and by the

, While the paper was created no later data on education expenditure were available.



The Linear Regression Model of Education Expenditure in the EU 57

difference in financing schools from public funds in particular countries. To prevent
the negative influence of outliers without elimination of this monitoring (it introduces
into the model a statistically insignificant yet not negligible nonlinearity), we have
introduced a auxiliary variable, predictor X, taking values —1, 0 and 1.

The aim of regression modeling is to measure partial effects which predictor
variability shows on variable y (in this case variables X;, X,, X3 and X,;) by means of the
simple linear relation y = by + b;X; + byx; + b3X; + b4 + € =y’ + g (¢ is the difference
between the observed value and the corresponding value that is predicted by the
model and thus it represents the variance that is not explained by the model and
residuum is its estimation).

If all variables before the analysis are standardized, it is possible according to
standardized regression coefficients to evaluate the relative contribution of predictor
X; to prediction of variable y.

Linear relations between predictors and explained variable are condition for
creating a correct linear model. On the contrary particular predictors should be
correlated minimally.

The determination coefficient R, which is a proportion of variability explained by
the model and the total variability, equals a part of variability in variable y that is
explained by predictors X;, X, X3 and Xg.

To evaluate the regression model quality, an analysis of residuals has been used:

e Residuals have a normal classification with zero mean value.

e The dependence of raw residuals on predicted values shows no systematic
relations.

e Detection of possible influential points (outliers).

3 RESULTS AND DISCUSSION

3.1 Basic data analysis

To create the basic ideas of the data there was made a preliminary data analysis and
summary characteristics were calculated for variables X;, X, and X;), which are listed
in Tab. 1.
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Tab. 1 Summary characteristics of variables.

Validn Mean Median Min. Max. Std.Dev

Proportion of education

exponditnto to GDP (n %) 2 532 530 348 828 LIS
GDP per capita (in €) 28 218821 19450.0 2800.00 65000.0 15281.5
Mumber of students per 100 g 2306 2260 1846 2938 2.9
Fgfgdimﬁpersmdem 27 528744 5907.90 145420 913290 2084.63

The illustrated values of variable, which have been identified in different countries,
are graphically depicted in Fig. 1. For the classification the natural breaks method was
used, which creates a class of its own similar elements — in this case states that have
similar annual expenditure per student.
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Fig. 1 Expenditure per student in €.
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3.2 Characteristics of the individual countries and the relationship between
predictors

The Figures 2 to 4 in particular show that the predictors are of a low correlation,
which implies the distribution of countries in all four quadrant of each image. The
first quadrant includes countries that showed above-average value in the two
controlled variables, the third quadrant on the contrary, countries with average value
of both variables. The second and fourth quadrant includes countries in which always
one of the two variables achieved above average and the second average value.

In Fig. 2 we see that group of countries BE, FI, SE, DK and NO shows the average
high value of GDP per capita (NO in this group the highest) and the above average
proportion of expenditures on education of GDP (from this group the highest DK).
The antithesis is a group of countries, not reaching even the below average in both
variables (12, mostly relatively less developed countries, including CZ). LU has a
completely unique position, which at the largest GDP per capita shows one of the
lowest share of expenditure on education in GDP.
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Fig. 2 Proportion of educational expenditure to GDP (in %) vs. GDP per inhabitant (in €).
Countries are identified by the official international two-letter code.
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Fig. 3 shows the exceptional position of UK, which recorded the highest number of
students per 100 inhabitants in slightly below average shares of spending on
education in GDP. In the third quadrant again we see a group of few less developed
countries (the lowest ever number of students per 100 inhabitants has a BG), but this
time somewhat unusually in LU, DE, AT and NL.

In Fig. 4, the latter group of countries is located in the fourth quadrant, which
means a combination of high GDP per capita and a low number of students per 100
inhabitants. The group is opposed to the Baltic countries and PL in the second
quadrant.
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Fig. 3 Proportion of educational expenditure to GDP (in %) vs. number of students per 100
inhabitants.
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Fig. 4 GDP per inhabitant (in €) vs. number of students per 100 inhabitants.

Tab. 2 lists Pearson’s correlation coefficients and Tab. 3 partial correlation
coefficients, including the level of significance of variables X, X, and X;. The values
of the correlation coefficients are not mostly statistically significant. Only in one case,
Pearson’s correlation coefficient is statistically significant, but it is relatively low.
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Tab. 2 Pearson’s pair correlation coefficients and their significance.
Highlighted values are considered as statistically significant.

Proportion of Number of
education GDP per students per
expenditure to GDP  capita (in €) 100
(in %) inhabitants
Proportion of education
expenditure to GDP (in %) 10000 2719 5183
p=-- p=-162 p=-005
GDP per capita (in €) 2719 1.0000 1303
p=-162 = - p=-509
Number of students per 100 5183 1303 1.0000
inhabitants
p=-005 p=-509 p=---

Objective information on the partial correlation relations of predictors and
explanatory variables provide partial correlation coefficients in Tab. 3, which are
generally higher than pair coefficients. In particular, it appears reasonably expected
negative relationship between the predictor variable x; and explained variable.

Tab. 3 Pearson’s partial correlation coefficients and their significance.
Highlighted values are considered as statistically significant.

Proportion of

; . Number of
education GDP per capita
expenditure to (in€) Stﬂdn;r;t;itp:;tioo
GDP (in %)
Expenditure per student (in €) .6592 .9040 -.5155
p=.000 p=.000 p=.008

3.3 Linear regression model

The original regression equation to estimate the theoretical values of y* with
predictors Xi, X; and X; is in the shape of Y = 2978 + 648 x; + 0.128 X, — 162.5 Xs.

This regression equation explains nearly 90% of variability of explained variable.
Diagnostics of residues (see Fig. 5, which results in parabolic course residues)
showed that this model incorrectly explained variable for some countries, especially
those with extremely low or extremely high value of GDP per capita. The countries
that have issued per student significantly less than the model shows, are both
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countries with the highest GDP per capita (IE, DK, NO), as well as countries with the
lowest GDP per capita (BG, RO). In addition, the model has not proved useful for
countries with extreme value of the explained variable (UK, AT, SI, ES).

Dependent variable: Expenses per student (in €)
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Fig. 5 Predicted vs. residual values.

It was the original model of extended auxiliary variable, and the construction of
model correctness was verified again through forward and backward step regression.
Regression equation of the extended model takes the form

Yy =3047 +699.7 X; + 0.132 X, — 179.3 X3 + 1069.2 X4

Adjusted index of determination is equal to 0.9864, which corresponds to about 1.4%
unsolved variability illustrated variables. Detail the parameters of the model contained

in Tab. 4.
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Tab. 4 Parameters of regression model wih auxiliary variable.
Highlighted values are considered as statistically significant.

Exp. per Exp. per Exp. per Exp. per

student student st(?r(]jzr)]t st(?r(]jzr)]t
(in €) Param. (in €) Std.Err t D
Intercept 3046.620 441.1792 6.90563 0.000001
Auxiliary variable 1069.159 89.1550 11.99214 0.000000
Proportion of  education
expenditure to GDP (in %) 699.704 57.5537 12.15743 0.000000
GDP per capita (in €) 0.132 0.0047 28.02263 0.000000
Number of students per 100 -179.345 21.0256 -8.52983 0.000000
inhabitants
Exp. per
student -95,00% +95,00%
(in€) Cnf.Lmt Cnf.Lmt
Param.
Intercept 3046.620 2131.670 3961.569
Auxiliary variable 1069.159 884.263 1254.055

Proportion of education
expenditure to GDP (in %)

GDP per capita (in €) 0.132 0.123 0.142

Number of students per 100
inhabitants

699.704  580.345  819.063

-179.345 -222.950 -135.741

A positive difference in the proportion of expenditure on education to GDP by one
percentage point corresponds with an increase in expenditure per student of € 699.7,
positive difference in GDP per capita of € 1 corresponds to an increase in expenditure
per student of 0.13 €. In contrast, a positive difference in the number of students per
100 inhabitants of the unit corresponds with the decline in spending per student for
180 €.

To assess the relative contribution of predictors we use the coefficients 3, which
are listed in Tab. 5. These coefficients have been calculated so that before the creation
of model the data are were standardized. From the values of the coefficient it is clear
that the greatest impact on the explained variable y* has a variable "GDP per capita”
and the least impact has a variable "Number of students per 100 inhabitants”.
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Tab. 5 Values of the standardized regression coefficients.
Highlighted values are considered as statistically significant.

Expenditure per student -95,00% +95,00%
(in€) Beta (R) Std.Err. 68 Cnf.Lmt Cnf.Lmt
Auxiliary variable 0.301129 0.025111 0.249053 0.353205
Proportion of education
expenditure to GDP (in %) 0.380463 0.031295 0.315562 0.445365
GDP per capita (in €) 0.824109 0.029409 0.763119 0.885099
Number of students per 0.245318 0.028760 -0.304962 -0.185673

100 inhabitants

In Tab. 6 there is given a coefficient of determination R?, which reaches 0.986, which
can be interpreted in such a way that the created model explains nearly 99% of
variability illustrated variables. The appropriateness of the model also shows the
F-statistic and its p-value. In this case we get a statistically significant value, which
also shows the suitability of the model.

Tab. 6 Coefficient of determination R? and the significance testing of model.
Highlighted values are considered as statistically significant.

Multiple Multiple Adjusted SS df MS
R R? R? Model Model  Model
%fg)’d“urepersmdem 0.993168 0.986383 0.983907 111449305 4 27862326
SS af MS -
Rezid. Rezid. Rezid. P

Expenditure per student

. 1538563 22 69934.67 398.4051 0.00
(in €)

Let's ask a question, what lies behind the approximately 1.4% of unexplained
variability. These may be errors in the data, individual differences in the content of
the indicators and methodology for their determination in different countries,
differences in the financing of education systems in different countries, other
predictors that were not included in the model and possibly other effects. Despite all
these influences included model explained about 98.6% of all variability illustrated
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variables, which can be attained under the conditions previously considered difficult
anticipative success.

3.4 Analysis of residues of the extended model

One of the assumptions, the appropriateness of using the model created is normality
of residues. Fig. 6 is a p-graph residue, which indicates the normality of residues.
Neither the Kolmogorov-Smirnov normality test does not allow to reject the
hypothesis of normal distribution of residue levels (p> 0.2).

In Fig. 7 there is a graph of calculated values against residuals. This graph does not
show any systematic relations and thus confirms model suitability.

Dependent variable: Expenditure per student (in €)
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Fig. 6 Normal probability plot; Raw residuals.

The Absolute Percentage Error (A.P.E.) indicates model suitability for each chosen
country, calculated and shown in Fig. 8. The natural breaks classification, which
identifies grouping of similar data elements — in this case countries having the same
A.P.E., was used.
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Dependet variable: Expenses per student (in €)
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Fig. 7 Predicted vs. residual values.

The average extended model value of A.P.E. is 4.7%, while it was almost 12% for the
original model. The picture 8 shows that the model is the least suiTab. for RO (A.P.E.
almost 20%), less suiTab. for CZ, LV and BG (A.P.E. up to 10%). On the contrary,
almost precise values of student expenditure were calculated for eight countries: FR,
IT, IE, DK, NO, GR, AT, SI.

The model enabled to set the value of explained variable for LU (data not available
in another way). The calculated value 9856 € per a student is the highest among all
countries included (the second NO shows 9133 €. and corresponds to unofficial
estimates stating 10,000 €.
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Fig. 8 Model suitability for each individual country expressed in A.P.E. characteristics.

4 Conclusion

This paper tries to analyze a starting position of public education financing in each
individual European countries, in most cases members of the EU.

With regard to the authors” profession, statistical methods were applied to official
data obtained from public electronic resources that were at disposal. Besides general
descriptions of individual, mostly financial indicators and their binary and partial
relations, it was important to obtain a multifactorial regression model which captures
the relation between public expenditure per student (in Euro) and explaining
predictors, which, under the condition that statistical expectations are met, clarify
maximum variability of explained variable. This kind of model was found by
choosing from a wide range of indicators and many model equations and by using
forward stepwise regression.

Three found predictors, namely education expenditure as a proportion of GDP (%),
GPD per capita (Euro) and a number of students per 100 inhabitants, were unable to
explain more than 90% of expenditure variability per a student. The presence of
outliers, which reduced predicative ability of the created regression model, was the
reason of this fact. On the basis of experience obtained from similar situations, the
authors used categorical variable, the values of which eliminated the given



The Linear Regression Model of Education Expenditure in the EU 69

unfavorable consequences without the need to exclude some countries from the
analysis and consequently reduce their number. The extended model with five highly
important and statistical parameters explained 98.6% of variability of explained
variable.

However, the model proved to be more suiTab. for some of the countries, while
less for others. The A.P.E. characteristic was used to explain individual predictive
value of each country. With regard to a low number of included countries, as
expected, confidential intervals of individual parameters and the model as a whole are
wide enough to provide opportunities for inductive consideration on the importance of
individual variables. The GDP predictor per capita was classified uniquely the most
important since provides information on economic development of the country. The
rest of the predictors inform about national traditions, usages, ways of public
education financing in each country. Values of each individual country vary very
much (e.g. a very low education expenditure proportion of GDP in extremely rich LU,
the same way as a number of students per 100 inhabitants which can be compared to
e.g. BG and lower than in RO). The regression equation enabled to estimate the
explained variable for LU, the value of which was not available in statistics. The
calculated value almost equals to expert estimates which state student expenditure at
the amount of approximately 10,000 €.

The paper was written within the framework of the research program MSM
6215648904 at Faculty of Economics, Mendel University of Agriculture and Forestry
in Brno titled ““Czech Economy in the Process of Integration and Globalization, and
Development of Agrarian Sector and the Sector of Services under the New Conditions
of Integrated Agrarian Market“, topical direction no 5 “Social and Economic
Relations of Sustainable and Multifunctional Agriculture and Measures of Agrarian
and Regional Policies* .
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Abstract. Risk-neutral approach is one of two main approaches to derivatives
pricing. This paper introduces a derivatives pricing tool derived from the
binomial tree process of underlying asset price under assumption of constant
volatility. This article focuses on stocks, but proposed approach can be
generalized and applied for another underlying assets as well. The assumption
of constant volatility leads to a lognormal distribution of underlying asset price.
The volatility observed in the market is often a function of option strike and
time to maturity rather than a constant. Hence, using lognormal distribution in
pricing formulas leads to incorrect prices. 1 provide evidence of
nonlognormality of CEZ stock using American-style call warrants in this paper.

Keywords: risk-neutral pricing, implied density function, volatility smile

1 Introduction

Optional contracts are large group of financial instruments and unique approach to
their correct pricing has not been introduced yet. The replication strategy and risk-
neutral approach are two main approaches which lead to the identical results. Under
assumption of constant volatility we derive lognormal distribution of an underlying
asset. Using lognormal distribution in pricing formulas we get theoretical price of the
option. It is often the case that traders use volatility as function of option strike price
and option time to maturity rather than as a constant value, which leads to volatility
surface. Lognormal distribution of underlying asset can not be used for pricing any
more. It is possible to use the information that is embedded in options prices to derive
implied distribution of underlying asset. These density functions estimated from
cross-section of observed option prices are gaining increasing attention. They are used
to price complex derivatives and derivatives not traded in the market. Using implied
distribution of underlying asset we can also find the mispriced derivatives and earn
excess returns above the risk-free rate of interest by buying options that are
undervalued by the market and selling options that are overvalued by the market. A
number of authors have used implied density functions as indicator of market
sentiment to examine whether options markets anticipated major economic events.
Central banks, in particular, have been interested in using implied density functions to

1This paper is supported by IGA VSE # 26/08
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assess market participant's expectations of future change in interest rates, stock prices
and exchange rates. There can be found many research papers concerning this issue in
research bulletins of central banks. See for example, FED and Bank of England (Bliss
and Panigirtzoglou, 2002), Bank of England (Bahra, 1997), ECB (Schneider and
Glatzer, 2003). Methods for estimating implied density function fall into five groups:
stochastic process methods, implied binomial trees, finite-difference methods, implied
volatility smoothing methods and density function approximating methods. Stochastic
process methods begin by assuming a model for stochastic process driving the prices
of the underlying asset. This approach can be used in absence of options prices. For
instance, Hoerdahl applied the Longstaff-Swchartz model to Swedish interest rates in
(Hoerdahl, 2000). The implied binomial tree method was developed by (Rubinstein,
1994). The smoothed implied volatility method was originally developed by Shimko
in (Shimko, 1993). This is an approximating function method to the volatility smile
rather than to the density function. Approximating function methods are based on
minimizing the difference between observed options prices and fitted prices produced
by particular functional form, chosen to allow for a variety of possible shapes. For
instance, Melick and Thomas used mixtures of lognormals in (Melick and Thomas,
1994), Mandan and Milne used Hermite polynomials in (Mandan and Milne, 1994)
and alternatively Ait-Sahalia used non-parametric kernel estimator in (Ait-Sahalia and
Lo, 1998).

The paper is organized as follows. Section 2 introduces binomial tree model in the
real world and shows the transition from the real to the risk-neutral world. Further,
Section 2 discusses real and risk-neutral distribution of stock price. Section 3
introduces the risk-neutral option pricing approach and applies it to the real market
options. Section 4 discusses violence in constant volatility assumption. Section 4 also
shows that warrants on CEZ stock does not have constant volatility, hence CEZ stock
price is not lognormally distributed at any future time. Furthermore, Section 4
introduces deriving volatility smile and volatility term structure from American-style
call warrants on CEZ. Section 4 also discusses two-lognormal mixture implied
probability distribution of CEZ stock price and shows estimation of parameters. Using
these statistics we can make assumption about future CEZ stock price. Section 5
concludes.

2 The binomial tree model and expectation approach

A derivative is a function of underlying asset, say stock, at specific time in the future.
Let us assume that the price of the stock follows process of binomial tree. This fact
causes that only two things can happen to the stock at each time t: an 'up' move or
'‘down' move. We start at time t = 0 and continue onwards to the time t = T using time

step O 1. We will assign probabilities to these moves: probability p to move up, and
thus 1— P to move down. We also need a cash bond B to represent the time-value
of money. There will be some continuously compounded interest rate ' that will hold

for the period O t and will cause that 1 $ today will be worth e § atick later.
We can use two approaches to the derivative pricing at this moment. The first one is
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so called replication strategy. The replication strategy is based on the fact that any
derivative of a stock, derivative pay off particularly, can be constructed in advance
from an appropriate portfolio of bond and stock. At the end of the tick-period, of
course at time 1 =T as well, the value of the derivative would exactly cancel the
value of the portfolio whatever the stock price was, see (Joshi, 2005) for details.
Therefore, if one knows the value of this portfolio one also knows the value of the
derivative. The other derivatives pricing approach is based on expectation and change
of the measure. We can imagine the value of the derivative as a expectation of
discounted claim under martingale measure. I will deal only with the expectation
approach in this paper.

Let us assume that the stock price process {St,t 2> 0} has a constant growth rate
and constant noise o . The stock jumps from the value S, to the values at time

t+Jt. The value S, 4 after up jump determines (1). The value S, 4 after down

jump determines (2).

Sk =S, exp(,uét + Jﬁ) (1)
sl =S, exp(,ué't —o/& ) ()

All jumps are equally likely in the real world, i.e. under a [P measure. The real world
measure [P under which S, occurs in the real world is irrelevant for correct pricing

(Baxter, 1999). We have to find a measure (Q under which the process of discounted

stock {B;l S,t= 0} is a martingale. Let us define the variable

_Scexplra-sEy)

t up down
St+& - St+&

3)

If the condition of rational market is fulfilled, following relation holds
Sl < S.e"™ < S which force @ into (0,1). We demand the same constraint

for probability. It can be shown that (, is the martingale measure probability (Baxter,

1999). We can calculate (|, approximately equal to
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1,
1 H+—o —T1

G = 1= 2 || @

2 o

Consequently, (, depends no more on time t but only on time step ot . Hence, the
whole tree has only one unique probability (. The binomial tree model is

parameterized by the time step Ot . As that quantity gets smaller, the model should
ever more closely approximate a real world. For a fixed time t, we get stock value

under P

L‘

St = Soe[”+o—ﬁ[ : Xnnin J]

, )

where N is number of time steps till time t and X is the total number of the N

separate jumps which were up-jumps. X, is binomially distributed random variable

. n ) n .
with mean — and variance — , so that ———— has zero mean and variance equals
2 4 Jn

1. Applying central limit theorem, this distribution converges to the standard normal
distribution. As Ot gets smaller, the distribution of S, becomes log-normal with

0'2+2/1

2 2t ,u+o‘2 t
mean 91/26 tSoeﬂt and variance Sj(e ( ) —€ ( )j Distribution of SI is

useless for correct pricing under real world P measure and thus we apply the same
procedure under martingale measure (Q . Using up-move probability (??), X o 1s still

o . . . 2X,—n
binomially distributed with mean N and variance NQ(1—Q). Hence, T
n
1,
H+—O0 —T
has mean — xﬁ ——~%——— and variance asymptotically approaching one. As Ot
o)

gets smaller central limit theorem tells us that this formula converges to a normal
variable with the same mean and variance exactly one. Then transforming this normal

random variable we get the distribution of S, which is log-normal just like under PP

2
measure, but with mean SO(E‘tr and variance Sg (e” )2 (e" t— 1). Thus, distribution of

S, under Q martingale measure is fully determined by time t and a noise & (so-

called volatility) and does not depend on growth rate £ .
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Since we have found the marginal distribution of S, under Q, we can start deal with

the derivatives pricing. We need to know the stock distribution, claim, time of
exercising the claim and the riskless interest rate I' . The price of the claim X (i.e.
derivative price) is then expected value of discounted claim under Q :

V, = E,(Bi'X)

. . .. . -1 . .
where T is time of exercising the claim and B; is discounted zero coupon bond

which is defined as Boe‘” )

3 Risk neutral derivatives pricing

In order to compute the derivative price (6), we have to find the distribution of
discounted claim under (Q using the transformation of random variable technique. To

be able to do that, it is easier using normal distribution preferably N (0,1) instead of
log-normal distribution of S, . Distribution of S, is defined by:

S, = Soe([r;(,z jwﬁzj, ™

where Z is N(0, 1) under Q (Joshi, 2005).

3.1 Pricing a call option

Call option (European) gives the holder the right, but not the obligation, to buy a
stock at specified price (strike) at time t =T . Rational investor will exercise the
option only if the stock value is greater than the strike price K at time T . Thus, the

claim X is the function of stock X = (S; —K)" attime t =T . Primarily, we have

to determine the moments of the claim or of the discounted claim under Q. Using

(7) we get density (8) and distribution function (9) of discounted claim Y = BT_1 X.

(6)
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Having appropriate density function we compute the expected value according to (6).
We have to keep in mind that the claim X and discounted claim Y can reach only
positive values. Hence, the price V' of call option is

VST ="y f(ndy, (10)

Suppose a stock with constant volatility & of 20% and constant drift £ of 5% with

continuously compounded interest rate I' constant at 3%. What is the price of an
option to buy the stock for $8 in 5 years time, given a current stock price of $5?

The density (8) and the distribution function (9) are displayed in Figure 1. We solve
equation (10) numerically with the outcome of 0.35999. Thus, the price of call option
is $0.36 at time t=0. All other prices would lead to arbitrary risk-free profits
through constructing appropriate replication portfolio of a bond and a stock (Joshi,
2005).

Let us take a look at Black-Scholes formula (Hull, 2006). Fischer Black and Myron
Scholes constructed self financing replication portfolio of bond and stock in
continuous world. Thus, they had to solve a Partial Differential Equation (PDE) to get
the correct option price. The PDE has an explicit solution therefore their formula (11)
became so popular. Applying (11) the price of call option is $0.36 which is exactly
the same price as using risk neutral approach. The explicit solution to B-S for call
options is given by:

logso+(r +;O'ZJT

V(S,,T)=S,® — 11
(O) 0 O'\/-IT ()
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where the notation @(X) denotes the distribution function of N (0,1).
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Figure 1: Density and distribution function of discounted call option claim with & = 0.2,

k=8.5,=5.T=5,r=0.03.

3.2 Pricing a put option

Put option (European) gives the holder the right, but not the obligation, to sell a stock
at specified price (strike) at time t =T . Rational investor will exercise the option
only if the stock value is less than the strike price at time T . Thus, the claim X is

the function of stock X =(K—S;)" attime t =T . Applying the transformation of
random variable technique, we get the density (12) and the distribution function (13)

of discounted claim Y .
2

ot
_ VA
f(y)= BN : (12)
)
Sy 2
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R 13
20% =

Having appropriate density function, we compute the expected value (10) where

t=0 for y<Oandt=Yy for y>0.
Density and distribution functions of discounted claim under (Q martingale measure
for 0=0.2, k=8,S5,=5,T=5, r=0.03 are shown in figure 2. Again, we

solve the integral (10) numerically. The price of put option is $2.2457. We get exactly
the same price applying Black-Scholes formula for put option. The Black-Scholes
formula for put option is given by explicit PDE solution (14) , see (Hull, 2006) for
details.

log Sk°+(r—;aij
V(S,.T)= ke "o - -

o T

S 1 (14)
log°+(r +20'2jT

k
T ’

~S,®

where the notation @(X) denotes the distribution function of N(0,1).
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Figure 2: Density and distribution function of discounted put option claim with

c=02 k=8 S9=5 T=5 r=0.03

3.3 Pricing a arbitrary derivative

Let us suppose a contract paying off some arbitrary function of stock price at time
t =T . The contract also has guaranteed minimum payout and maximum payout
according to gains of the stock. More precisely, it is a five-year contract which pays
out 90% of the ratio of the terminal and initial values of the stock. Or it pays out
130% of initial stock price if otherwise it would be less, or 180% of initial stock price

if otherwise it would be more. How much is this contract worth at time t = 0 ? Thus,
the claim X is

X =mins max L3SOJL9§E—,L880,

0

(15)

To price this contract, we have to compute the expected value of discounted claim
under (Q martingale measure (6) in the some way as pricing call and put options. The
best way to do that is separating the claim into three partial claims. Then, we
determine the value of each partial claim using a corresponding interval of stock price
S at time t =T . At the end, we sum all values of partial claims and we get total

value of the derivative (15). The partial claims and corresponding intervals are shown
in (16)-(18).

79
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1.3
S, e(o,wsgjxl =1.3S,. (16)
1.3 S
S, e((wsg,zsgsz 20'9?;' (17)
S, e(zsg,oo)x3 =1.8S,. (18)

We assume stock drift 1= 7%, stock volatility o =15%, initial stock value
S, =1 and interest rate I =6.5%. We compute the value of partial claim (16) at

1.3
first. To do that, we have to find the probability P(ST € (0,09 Sg ]) under Q

which is a probability of exercising the first claim. The distribution of S; is given by

(7). The density and distribution functions of ST are shown in Figure 3. The resulting

1.3
PQ(ST € (0’0.985)} =0.616.

Hence, using the derivative pricing formula (6) multiplied by the corresponding
probability, we get the value of first partial claim.

v, = E(IQ(B;IXI)PQ(ST € (0’(1).3 SOZD =e T XIPQ(ST € (0’(1)':; Séj]

Partial claim X, has value of 0.57863.

probability is

Applying the same procedure, we find value of X (18). Having
=B X Py (5, <5 e X,p 5, <530
where
P,(S; €(252,%))=0.1029.

Partial claim X has value of 0.1338.

Now we are to price the remaining partial claim X, . Again we apply (6)
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Vi = E2(Br'X,)=09e™ ["tf(y)dy.
where t=1Y for y € ((1)3 S;,2S;)) and t =0 otherwise, f(Yy) denotes density

function of S; under Q martingale measure. The value of partial claim X, is

0.30588.

The value of the derivative is 1.01831835 which is sum of values of the partial claims.
Constructing the replication portfolio to fully hedge the claim (15) and solving
corresponding PDE, we get value of 1.01831835 which is exactly the same price as
applying risk-neutral approach (Baxter, 1999).
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Figure 3: Density and distribution function of ST with O = 0'15, SO B 1, T=5
r=0.065

4 Market practice

Let me take a look at real market options prices. How close are the market prices of
options to those predicted by Black-Scholes and risk-neutral approach using
lognormal distribution? Are the probability distributions of the asset prices really
lognormal at any future time? Traders use the Black-Scholes model, but not exactly in
the way that Black and Scholes originally intended. The risk-neutral approach is
general enough to produce correct prices under changed conditions in the real market.
Many information about underlying, including probability distribution, can be derived
from options prices. I analyze the distribution of CEZ stock price using CEZ warrants
prices.
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4.1 Data description

I chose the options on CEZ stock due to their relatively market activity comparing to

the options on the other Czech stocks. The only optional instruments on CEZ stock
are warrants denominated in EUR and traded on Boerse Stuttgart. I used all priced
call warrants on CEZ traded on Boerse Stuttgart as at 23 April 2009. Market mid
prices were taken from Boerse Stuttgart via Bloomberg. Warrants are much like call
options, and will often confer the same rights as an equity option and can even be
traded in secondary markets. However, they have several key differences. Firstly,
warrants are issued by private parties, typically the corporation on which a warrant is
based and by investment banks, rather than a public options exchange. Secondly,
warrants are not standardized like exchange-listed options. While investors can write
stock options on the CEZ share, they are not permitted to do so with CEZ-listed
warrants. As all CEZ warrants traded on Boerse Stuttgart are written by banks, they
are not dilutive?, hence we can handle the warrants as options, respecting the ratio
naturally. The ratio determines how many warrants are needed in order to acquire the
right to buy or sell one unit of the underlying instrument. Because all considered
warrants are American-style calls on dividend paying stock, we are forced to modify
our pricing formula for European call (10). Unlike European exercising style,
American style means that the right to exercise the warrant can be invoked on any
trading day during the life of the warrant. It can be shown that it is never optimal to
exercise an American call option on non-dividend paying stock before the expiration
date. When underlying stock pays off dividends, it is optimal to exercise the option
either at a time immediately before the stock goes ex-dividend or at a time of
expiration (Hull, 2006). CEZ pays off the dividend once a year, more importantly,
once during the life of all considered options. Using Black's approximation, we price
two Europeans options with exercise dates at maturity and at time immediately before
dividend. The value of American-style option is then the greater of the values (Hull,
2000).

4.2 Volatility smile

Volatility is an unobservable parameter and must be estimated. If there are no
tradable options in the market we can estimate the volatility from a history of the
stock price. We face the problem of the length of time series in this case. For tradable
options, we determine the volatility from option's market price and the pricing
formula. Hence, this kind of volatility is implied. Our pricing formulas assume that
the probability density function (PDF) of the underlying asset is lognormal with
constant volatility at any given future time. This assumption is not the one made by
traders. According to empirical studies, market assumes the probability distribution of
an equity price with heavier left tail and less heavy right tail than the lognormal
distribution. The reason is that traders consider that the probability of a larger
downward movement in the stock price is higher than that predicted by the lognormal

*Warrants issued by the company itself are dilutive. When the warrant issued by the company is
exercised, the company issues new shares of stock, hence the number of outstanding shares
increases.



Risk-Neutral Option Pricing 83

probability distribution. For standard options, traders use volatility smiles to allow for
nonlognormality. They adjust the volatility parameter according to volatility smile
and then they use lognormal distribution. The volatility smile defines the relationship
between the implied volatility of an option and its strike price. For equity options, the
volatility smile tends to be downward sloping. This fact means that call options with
strike price below the market price of the stock (in-the-money) tend to have higher
implied volatility than call options with strike price above the market price of the
stock (out-of-the-money). Hence, in-the-money call options are relatively more
expensive than out-of-the-money calls. We can also define the implied volatility as a
function of strike and option's time to maturity which is standard practice in the
market. We call this relationship volatility surface.

Having an option market price, we need pricing formula to derive the implied
volatility of particular option. Carr has further developed and generalized the Geske-
Johnson approach and has introduced general approach to the valuation of the
American-style option, see (Carr, 1995) for details. Since CEZ pays off dividend once
during the life of all considered options, it is optimal to exercise the option either
immediately before the stock goes ex-dividend or at option's maturity. For that reason,

we consider N =2 for @, (5k) and for @, (5d ) in pricing formula which leads to

using bivariate normal distribution. Using the Carr risk-neutral approach, the value of
American call is

V, = ke, (5k )_Soa)z (5d )’ (19)

where @,(6, ) and @, (8, ) are defined in see (Carr, 1995).

Solving the equation (19) for 0, we obtain option's implied volatility. I solved the
equation for all options with any market activity maturing on 17 June 2009 for all
trading days since 1 January 2009 till 23 April 2009. The resulting implied volatility
smile time series is displayed in Figure 4. We can observe that the volatility tends to
increase with the increasing option's time to maturity and tends to decrease with
increasing strike price. This outcome is in accordance with theory. Traders often call
this downward sloping shape as a volatility skew. The warrant with strike value of
CZK 900 seems to have constantly lower implied volatility, hence it seems to be
constantly undervalued. To explain this discrepancy between the theory and the
market, we have to take a look at market activity. The trading volume is far higher
than by the others warrants and hence bid-offer spread is much smaller for all
analyzed days. Due to higher liquidity on this warrant, its price represents the market
opinion better than prices of the others warrants. I will use weights on the warrants
subject to their liquidity to express market price significance later in the paper.
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Figure 4: Volatility skew for American call options on CEZ stock

4.3 Implied distribution

The variance that is implied by an option's price is the market ex ante estimate of the
underlying asset's return volatility over the remaining life of an options. More
interestingly, it is possible to derive the higher moments of future asset values from
the market options prices. These can be extracted in the form of an ex ante risk-
neutral probability distribution of the underlying asset at particular future date. Rather
then specifying the underlying asset price dynamics to infer the risk-neutral density
function, it is possible to make assumption about the functional form of density
function itself and to recover its parameters by minimizing the distance between the
observed prices and those that are generated by the assumed probability distribution.

Since all considered warrants on CEZ stock are American-style calls with one
dividend payout during warrants life, it is important to know whether it is optimal to
exercise the warrant immediately before ex-dividend date or at maturity. To identify
this, I used Black's approximation approach. Black's approximation takes account of
early exercise in call options. This involves calculating the price of European options
that mature at option's maturity date T and at time immediately before the stock goes
ex-dividend (1), and then setting the American price equal to the greater of the two.
We start considering the possibility of early exercise just prior to the ex-dividend date

(i.e., at time t, ). If the warrant is exercised at time t,, the investor receives Stl -K.

If the warrant is not exercised, the stock price drops to 8‘1 —D,, where D, is the

dividend. The dividend on CEZ is determined in amount of CZK 50 per stock for
2009. The ex-dividend date is 13 May 2009. Because lower bound for call options is

S, =D, —ke """ (Hull, 2006), it follows that if



Risk-Neutral Option Pricing 85

S,—D,—ke " 2s, -D,
that is,
o, <kfi—e )

it cannot be optimal to exercise at time t; . On the other hand, if

D, >kf1—e"™) (20)

for any reasonable assumption about the stochastic process followed by the stock
price, it can be shown that it is always optimal to exercise at time t,. The inequality

in (20) will tend to be satisfied when ex-dividend date t, is fairly close to the

maturity of the option T and the dividend is large. I used forward mid rate between
PRIBOR and PRIBID as risk-free interest rate. Applying this method to all considered

warrants, I got the information whether it is optimal to exercise the warrant at time {,

or at time T . Using this information, we can derive the implied distribution of CEZ
equity price.
The price of European call option is given by (6) at time t where the claim is

X = (ST — k)+. Unlike density function used in chapter "Pricing a call option", I

assume that the risk-neutral distribution of stock is the mixture of two lognormals
rather than lognormal at any future time. We can use arbitrary density function which
fulfills the criteria of probability density function and has finite variance. The problem
with using other than the Gaussian density functions is that the underlying price
distribution changes as the holding period changes. Under assumption of lognormally
distributed daily returns must be arbitrary length holding period price distributions
also lognormal. No other finite variance distribution is similarly stable (Bahra, 1997).
Moreover, the functional form assumed for the density function should be relatively
flexible. In particular, it should be able to capture the main contributions to the
volatility smile, namely the skewness and the kurtosis of the underlying distributions.
A weighted sum of independent lognormal density functions fits these criteria. The
probability distribution of any future stock price is given by

f(S;)= a—(ST | ﬂno'l’so)"'(l_‘g)L(ST |,L12,O'2,SO), @n

where L(S;) is lognormal density function given by (22) and @ is probability
weight satisfying the condition that @ € [0,1] . Thus the fitted value for a call price,

given parameters {/(,,0,, l,,0,,0}, is given by

Koz | 10,0 11y, 550 0) = e—rr(gj':xf (x| yl,al)dx+(l—<9).[:xf (X| ,uz,(fz)dxj.
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Having fitted values of calls warrants, we can minimize the sum of squared errors,
with respect to the five distributional parameters and risk-free rate I', between the
warrant prices generated by mixture distribution model and those actually observed in
the market Figure 5 shows the two-lognormal mixture implied density function of
CEZ stock with its weighted component lognormal density functions on 17 June
2009. Further, Figure 5 shows the lognormal density function with the same mean and
standard deviation as the implied distribution. Figure 5 displays the expected value of
implied distribution and forward price as well. We can observe that the expected
value of CEZ stock derived from implied distribution and forward price of CEZ stock
are practically identical which was one of the criteria using by minimizing the
objective function. We can observe that the resulting implied distribution of CEZ
stock price has greater kurtosis than lognormal distribution and gives higher price to
in-the-money warrants and lower price to out-of-the-money warrants than initially
considered lognormal distribution.

Risk-neutral density function for CEZ stock
lognommal 1. POP

Iogrormal 2. POF
ristne POF

/r- T sy

/ ™, Torward price

/

/ \ Bgrrmral with thes same E(S1) ard D450 &5 mies

Figure 5: Two-lognormal mixture implied density function of CEZ stock on 17 June 2009
with its weighted component lognormal density functions, lognormal density function with the
same mean and standard deviation as the implied distribution, expected value of implied
distribution, forward price of CEZ stock

Conclusions

In this paper, I have presented risk-neutral option pricing approach and have shown
its application in pricing real market derivatives. I have derived probability
distribution of an underlying asset price, stock in particular, from binomial tree
process of the stock price in real world. Since real world is irrelevant for pricing, I
changed the measure and have derived risk-neutral distribution of the stock price. The
discrete trees are only an approximation to the way that prices actually move. In
practice, a price can change at any instant, rather than just at some fixed tick-times.
Using central limit theorem, I came over to continuous time. Under assumption of
constant volatility is the distribution of stock price lognormal. I have priced three
different derivatives and showed no bias between prices produced by risk-neutral
approach and those produced by replication strategy approach. The replication
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strategy approach leads to solving partial differential equations PDE (heavily used
Black-Scholes formula for instance). Presented risk-neutral approach is suitable for
pricing any European-style claim function of underlying asset. 1 see its main
advantage in its relative simplicity comparing to continuous stochastic process
approach which leads to solving stochastic differential equations SDE.

The results in this paper provide evidence of nonlognormality of CEZ stock price. |
used American-style call warrants on CEZ with dividend pay off during the life of
warrant to construct volatility smile time series. As CEZ pay off the dividend, we
have to take into account the possibility of early exercise. We can observe that
volatility is function of strike price rather than a constant value. Furthermore, I have
derived the implied distribution of CEZ stock price from warrants prices observed in
the market. I used two-lognormal mixture density function which is, in my opinion,
flexible enough to capture the main contributions to the volatility smile, namely the
skewness and the kurtosis of the underlying distribution. Minimizing the objective
function subject to highly nonlinear constraint, I have found parameters estimates of
the implied density function. Not all warrants are equally liquid and thus their prices
are not equally reliable. Hence, I used traded volume on each warrant as weights.

The resulting implied distribution of CEZ stock price has greater kurtosis than
lognormal distribution and gives higher price to in-the-money warrants and lower
price to out-of-the-money warrants than initially considered lognormal distribution.
Using implied density function, we can price not traded derivatives or search for
mispriced ones. Implied distribution provides us information about future in
behaviour of underlying asset in terms of probabilities as well. I have derived higher
moments of CEZ stock price like skewness and kurtosis. These statistics provide a
useful way of tracking the behaviour of implied density functions over the life of a
single contract and making comparisons across contracts. Observing day-to-day
changes in these statistic, we may also analyze market reactions and future
expectations to company earnings releases, money market operations, government
bond auctions, etc.

References

1. Ait-Sahalia Y and Lo A W (1998): Nonparametric estimation of state-price
densities implied in financial asset prices.Journal of Finance, 53(2): 499-547

2. Bahra B (1997): Implied risk-neutral probability density functions from options
prices.Bank of England working Paper,(66)

3. Baxter M and Rennie A (1999)Financial Calculus. Cambridge University Press,
Cambridge.

4. Bliss R R and Panigirtzoglou N (2002): Testing the stability of implied
probability density functions.Journal of Banking and Finance,26(3)

5. Carr P (1995) The Valuation of American Exchange Options with Application to
Real Options. In Trigeorgis L:Real Options in Capital Investment: New
Contributions.Praeger Publishers, Westport CT, 109-120.

6. Hull J C (2006) Options, Futures, and Other Derivatives. 6, Prentice Hall,

7. Joshi M (2005) The Concepts and Practice of Mathematical Finance. Cambridge
University Press, Cambridge

8. Rubinstein M (1994): Implied Binomial Trees. Journal of Finance, 69 (3), 771-
818






Fibonacci and his Sequence

Jan Coufal

University of Economics and Management,
Department of Informatics and Quantitative Methods,
Narozni 2600/9a, 158 00 Prague 5, Czech republic
E-mail: jan.coufal@vsem.cz, jan.n.coufal@seznam.cz

Abstract. Leonardo of Pisa (* ¢. 1170 — t ¢. 1250), also known as Leonardo
Pisano, Leonardo Bonacci, Leonardo Fibonacci, or, most commonly, simply
Fibonacci, was an Italian mathematician, considered by some "the most talented
mathematician of the Middle Ages"

Fibonacci is best known to the modern world for:

— The spreading of the Hindu-Arabic numeral system in Europe, primarily
through the publication in the early 13th century of his Book of Calculation, the
Liber Abaci.

— A number sequence named after him known as the Fibonacci numbers, which
he did not discover but used as an example in the Liber Abaci. In the Fibonacci
sequence of numbers, each number is the sum of the previous two numbers,
starting with O and 1. Thus the sequence begins 0,1,1,2,3,5,8,

13, 21, 34, 55,89, 144, 233,377, 610 etc.

Keywords: Leonardo Pisano, Fibonacci, Fibonacci sequence, Fibonacci
numbers, Fibonacci Roulette System

Fibonacci

Leonardo Pisano Fibonacci (¥ c¢. 1170 probably in Pisa, now in Italy —  c. 1250
possibly in Pisa), also known as Leonardo of Pisa, Leonardo Di Pisa, Leonardo
Pisano, Leonardo Bonacci, Leonardo Fibonacci, or, most commonly, simply
Fibonacci (derived from filius Bonacci, meaning son of Bonaccio), was an Italian
mathematician, considered by some "the most talented mathematician of the Middle
Ages".

Leonardo was born in Pisa (now in Italy) about 1170. His father Guglielmo was
nicknamed Bonaccio ("good natured" or "simple"). Leonardo's mother, Alessandra,
died when he was nine years old. Fibonacci himself sometimes used the name
Bigollo, which may mean good-for-nothing or a traveller. As stated in [1]:

Did his countrymen wish to express by this epithet their disdain for a man who
concerned himself with questions of no practical value, or does the word in the
Tuscan dialect mean a much-travelled man, which he was?

Fibonacci was born in Italy but was educated in North Africa where his father,
Guilielmo, held a diplomatic post. His father's job was to represent the merchants of
the Republic of Pisa who were trading in Bugia, later called Bougie and now called
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Bejaia. Bejaia is a Mediterranean port in northeastern Algeria. The town lies at the
mouth of the Wadi Soummam near Mount Gouraya and Cape Carbon. Fibonacci was
taught mathematics in Bugia and travelled widely with his father and recognized the
enormous advantages of the mathematical systems used in the countries they visited.
Fibonacci writes in his famous book Liber abaci (Book of Calculation , 1202):

After my father's appointment by his homeland as state official in the customs
house of Bugia for the Pisan merchants who thronged to it, he took charge; and in
view of its future usefulness and convenience, had me in my boyhood come to him and
there wanted me to devote myself to and be instructed in the study of calculation for
some days.

There, following my introduction, as a consequence of marvelous instruction in the
art, to the nine digits of the Hindus, the knowledge of the art very much appealed to
me before all others, and for it | realized that all its aspects were studied in Egypt,
Syria, Greece, Sicily, and Provence, with their varying methods; and at these places
thereafter, while on business.

I pursued my study in depth and learned the give-and-take of disputation. But all
this even, and the algorism, as well as the art of Pythagoras, | considered as almost a
mistake in respect to the method of the Hindus. (Modus Indorum). Therefore,
embracing more stringently that method of the Hindus, and taking stricter pains in its
study, while adding certain things from my own understanding and inserting also
certain things from the niceties of Euclid's geometric art, | have striven to compose
this book in its entirety as understandably as | could, dividing it into fifteen chapters.

Almost everything which | have introduced | have displayed with exact proof, in
order that those further seeking this knowledge, with its pre-eminent method, might be
instructed, and further, in order that the Latin people might not be discovered to be
without it, as they have been up to now. If | have perchance omitted anything more or
less proper or necessary, | beg indulgence, since there is no one who is blameless and
utterly provident in all things.

The nine Indian figures are:

987654321

With these nine figures, and with the sign 0 ... any number may be written.

Fibonacci ended his travels around the year 1200 and at that time he returned to
Pisa. There he wrote a number of important texts which played an important role in
reviving ancient mathematical skills and he made significant contributions of his own.
Fibonacci lived in the days before printing, so his books were hand written and the
only way to have a copy of one of his books was to have another hand-written copy
made. Of his books we still have copies of Liber abaci (1202), Practica geometriae
(1220), Flos (1225), and Liber quadratorum (published in 1225). Given that relatively
few hand-made copies would ever have been produced, we are fortunate to have
access to his writing in these works. However, we know that he wrote some other
texts which, unfortunately, are lost. His book on commercial arithmetic Di minor
guisa is lost as is his Commentary on Book X of Euclid's Elements which contained a
numerical treatment of irrational numbers which Euclid had approached from a
geometric point of view.

One might have thought that at a time when Europe was little interested in
scholarship, Fibonacci would have been largely ignored. This, however, is not so and
widespread interest in his work undoubtedly contributed strongly to his importance.
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Fibonacci was a contemporary of Jordanus but he was a far more sophisticated
mathematician and his achievements were clearly recognized, although it was the
practical applications rather than the abstract theorems that made him famous to his
contemporaries.

The Holy Roman emperor was Frederick II. He had been crowned king of
Germany in 1212 and then crowned Holy Roman emperor by the Pope in St Peter's
Church in Rome in November 1220. Frederick II supported Pisa in its conflicts with
Genoa at sea and with Lucca and Florence on land, and he spent the years up to 1227
consolidating his power in Italy. State control was introduced on trade and
manufacture, and civil servants to oversee this monopoly were trained at the
University of Naples which Frederick founded for this purpose in 1224.

Frederick became aware of Fibonacci's work through the scholars at his court who
had corresponded with Fibonacci since his return to Pisa around 1200. These scholars
included Michael Scotus who was the court astrologer, Theodorus Physicus the court
philosopher and Dominicus Hispanus who suggested to Frederick that he meet
Fibonacci when Frederick's court met in Pisa around 1225.

Johannes of Palermo, another member of Frederick II's court, presented a number
of problems as challenges to the great mathematician Fibonacci. Three of these
problems were solved by Fibonacci and he gives solutions in Flos which he sent to
Frederick II. We give some details of one of these problems below.

After 1228 there is only one known document which refers to Fibonacci. This is a
decree made by the Republic of Pisa in 1240 in which a salary is awarded to:

... the serious and learned Master Leonardo Bigollo ....

This salary was given to Fibonacci in recognition for the services that he had given
to the city, advising on matters of accounting and teaching the citizens.

Liber abaci, published in 1202 after Fibonacci's return to Italy, was dedicated to
Scotus. The book was based on the arithmetic and algebra that Fibonacci had
accumulated during his travels. The book, which went on to be widely copied and
imitated, introduced the Hindu-Arabic place-valued decimal system and the use of
Arabic numerals into Europe. Indeed, although mainly a book about the use of Arab
numerals, which became known as algorism, simultaneous linear equations are also
studied in this work. Certainly many of the problems that Fibonacci considers in Liber
abaci were similar to those appearing in Arab sources.

The second section of Liber abaci contains a large collection of problems aimed at
merchants. They relate to the price of goods, how to calculate profit on transactions,
how to convert between the various currencies in use in Mediterranean countries, and
problems which had originated in China.

A problem in the third section of Liber abaci led to the introduction of the
Fibonacci numbers and the Fibonacci sequence for which Fibonacci is best
remembered today:

A certain man put a pair of rabbits in a place surrounded on all sides by a wall.
How many pairs of rabbits can be produced from that pair in a year if it is supposed
that every month each pair begets a new pair which from the second month on
becomes productive?

The resulting sequence is 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144,
233, 377, 610 etc. (Fibonacci omitted the first term in Liber abaci). This
sequence, in which each number is the sum of the two preceding numbers, has proved
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extremely fruitful and appears in many different areas of mathematics and science.
The Fibonacci Quarterly is a modern journal devoted to studying mathematics related
to this sequence.

Many other problems are given in this third section, including these types, and
many many more:

A spider climbs so many feet up a wall each day and slips back a fixed number
each night, how many days does it take him to climb the wall.

A hound whose speed increases arithmetically chases a hare whose speed also
increases arithmetically, how far do they travel before the hound catches the hare.

Calculate the amount of money two people have after a certain amount changes
hands and the proportional increase and decrease are given.

There are also problems involving perfect numbers, problems involving the
Chinese remainder theorem and problems involving summing arithmetic and
geometric series.

Fibonacci treats numbers such as +/10 in the fourth section, both with rational
approximations and with geometric constructions.

A second edition of Liber abaci was produced by Fibonacci in 1228 with a preface,
typical of so many second editions of books, stating that:

... new material has been added [to the book] from which superfluous had been
removed...

Another of Fibonacci's books is Practica geometriae written in 1220 which is
dedicated to Dominicus Hispanus whom we mentioned above. It contains a large
collection of geometry problems arranged into eight chapters with theorems based on
Euclid's Elements and Euclid's On Divisions. In addition to geometrical theorems
with precise proofs, the book includes practical information for surveyors, including a
chapter on how to calculate the height of tall objects using similar triangles. The final
chapter presents what Fibonacci called geometrical subtleties [1]:

Among those included is the calculation of the sides of the pentagon and the
decagon from the diameter of circumscribed and inscribed circles; the inverse
calculation is also given, as well as that of the sides from the surfaces. ... to complete
the section on equilateral triangles, a rectangle and a square are inscribed in such a
triangle and their sides are algebraically calculated ...

In Flos Fibonacci gives an accurate approximation to a root of

10X +2x* + X =20, one of the problems that he was challenged to solve by
Johannes of Palermo. This problem was not made up by Johannes of Palermo, rather
he took it from Omar Khayyam's algebra book where it is solved by means of the
intersection of a circle and a hyperbola. Fibonacci proves that the root of the equation
is neither an integer nor a fraction, nor the square root of a fraction. He then
continues:

And because it was not possible to solve this equation in any other of the above
ways, | worked to reduce the solution to an approximation.

Without explaining his methods, Fibonacci then gives the approximate solution in

sexadecimal notation as 1.22.7.42.33.4.40 (this is written to base 60, so it is

1+24+ L4424 335 4 4 4 40y This  converts to the  decimal
60> ' 60° ' 60* ' 60° ' 60

1.3688081075 which is correct to nine decimal places, a remarkable achievement.
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Liber quadratorum, written in 1225, is Fibonacci's most impressive piece of work,
although not the work for which he is most famous. The book's name means the book
of squares and it is a number theory book which, among other things, examines
methods to find Pythagorean triples. Fibonacci first notes that square numbers can be
constructed as sums of odd numbers, essentially describing an inductive construction

using the formula N* + (2n + 1) = (I‘l + 1)2 . Fibonacci writes:

I thought about the origin of all square numbers and discovered that they arose
from the regular ascent of odd numbers. For unity is a square and from it is produced
the first square, namely 1; adding 3 to this makes the second square, namely 4,
whose root is 2 ; if to this sum is added a third odd number, namely 5, the third

square will be produced, namely 9, whose root is 3 ; and so the sequence and series
of square numbers always rise through the regular addition of odd numbers.

To construct the Pythagorean triples, Fibonacci proceeds as follows:

Thus when | wish to find two square numbers whose addition produces a square
number, | take any odd square number as one of the two square numbers and I find
the other square number by the addition of all the odd numbers from unity up to but
excluding the odd square number. For example, | take 9 as one of the two squares
mentioned; the remaining square will be obtained by the addition of all the odd
numbers below 9, namely 1, 3, 5, 7, whose sum is 16, a square number, which

when added to 9 gives 25, a square number.
Fibonacci also proves many interesting number theory results such as:

there is no X, Y such that x> + y2 and X° — y2 are both squares, and

x* — y“ cannot be a square.

He defined the concept of a congruum, a number of the form ab(a + b)(a — b), if
a+b is even, and 4 times this if a8+ D is odd. Fibonacci proved that a congruum
must be divisible by 24 and he also showed that for X, C such that X* +C and

x> —C are both squares, then c is a congruum. He also proved that a square cannot
be a congruum.

As stated in [2]:

... the Liber quadratorum alone ranks Fibonacci as the major contributor to
number theory between Diophantus and the 17th-century French mathematician
Pierre de Fermat.

Fibonacci's influence was more limited than one might have hoped and apart from
his role in spreading the use of the Hindu-Arabic numerals and his rabbit problem,
Fibonacci's contribution to mathematics has been largely overlooked. As explained in
[1]:
Direct influence was exerted only by those portions of the "Liber abaci" and of the
"Practica" that served to introduce Indian-Arabic numerals and methods and
contributed to the mastering of the problems of daily life. Here Fibonacci became the
teacher of the masters of computation and of the surveyors, as one learns from the
"Summa" of Luca Pacioli ... Fibonacci was also the teacher of the "Cossists", who
took their name from the word 'causa’ which was first used in the West by Fibonacci
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in place of 'res' or 'radix'. His alphabetic designation for the general number or
coefficient was first improved by Viéte ...

Fibonacci's work in number theory was almost wholly ignored and virtually
unknown during the Middle ages. Three hundred years later we find the same results
appearing in the work of Maurolico.

The portrait above is from a modern engraving and is believed to not be based on
authentic sources.

Monument dedicated to Fibonacci,
Camposanto (Cemetery), Pisa

Portrait of Fibonacci
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Fibonacci sequence and Fibonacci numbers

In the Fibonacci sequence of numbers, each number is the sum of the previous two
numbers, starting with 0 and 1.

The Fibonacci sequence was well known in ancient India, where it was applied to
the metrical sciences (prosody), long before it was known in Europe. Developments
have been attributed to Pingala (200 BC), Virahanka (6th century AD), Gopala
(c.1135 AD), and Hemachandra (c.1150 AD).

The Fibonacci sequence is formed by adding S to a pattern of length N +1, or L
to a pattern of length N ; and the prosodicists showed that the number of patterns of
length N is the sum of the two previous numbers in the sequence. Fibonacci sequence
are used in a polyphase version of the merge sort algorithm in which an unsorted list
is divided into two lists whose lengths correspond to sequential Fibonacci numbers —
by dividing the list so that the two parts have lengths in the approximate proportion

# . Donald Knuth reviews this work in The Art of Computer Programming. Here a

tape-drive implementation of the polyphase merge sort was described. Fibonacci
sequence arise in the analysis of the Fibonacci heap data structure.
The Fibonacci sequence and principle is also used in the financial markets. It is
used in trading algorithms, applications and strategies. Some typical forms include:
the Fibonacci Fans, the Fibonacci Arcs, the Fibonacci Retracements, the Fibonacci
Expansion, the Fibonacci Channels and the Fibonacci Time Extensions (or the
Fibonacci Time Zones).
In the West, the sequence was studied by Leonardo of Pisa, known as Fibonacci, in
his Liber Abaci (1202). He considers the growth of an idealized (biologically
unrealistic) rabbit population, assuming that:
* In the "zeroth" month, there is one pair of rabbits (additional pairs of rabbits is
0).

* In the first month, the first pair begets another pair (additional pairs of rabbits is
1.

* In the second month, both pairs of rabbits have another pair, and the first pair dies
(additional pairs of rabbits 1).

* In the third month, the second pair and the new two pairs have a total of three
new pairs, and the older second pair dies (additional pairs of rabbits 2).

The laws of this are that each pair of rabbits has 2 pairs in its lifetime, and dies.

Let the population at month N+ 2 be F (n + 2) . At this time, only rabbits who were
alive at month N are fertile and produce offspring, so F(n) pairs are added to the
current population of F(n + 1). Thus the total is F(n + 2) = F(n + 1)+ F(n) ,

F(O)ZO and F(I)ZI. That is recurrence formula of Fibonacci sequence.

Members of Fibonacci sequence are Fibonacci numbers.
If you have more than one surname, please make sure that the Volume Editor knows
how you are to be listed in the author index.
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Fibonacci numbers also appear in the description of the reproduction of a
population of idealized bees, according to the following rules:
* If an egg is laid by an unmated female, it hatches a male.
* If, however, an egg was fertilized by a male, it hatches a female.
Thus, a male bee will always have one parent, and a female bee will have two.

If one traces the ancestry of any male bee (1 bee), he has 1 female parent (1 bee).
This female had 2 parents, a male and a female (2 bees). The female had two
parents, a male and a female, and the male had one female (3 bees). Those two
females each had two parents, and the male had one (5 bees). This sequence of
numbers of parents is the Fibonacci sequence. This is an idealization that does not

describe actual bee ancestries. In reality, some ancestors of a particular bee will
always be sisters or brothers, thus breaking the lineage of distinct parents.

Closed form expression of Fibonacci sequence

The Fibonacci recursion F(n + 2)— F(n + 1)— F(n) =0, F(O) =0 and
F (1) =1 is the linear difference equation. Characteristic equation is
A =2-1=0.

Roots are ﬂ,l =%+§:% and /12 =%_ﬁ =1*_5:1_,11 —
Number /1% = # ~ 0.618034 is golden ratio.

General solution is
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Fn)=CA+Cas =C b+ 4] vyt -L) -
:C1(l+f)n +C2(l_f)n =CA4 +C2(l_/1l)n =
=C, (%“L%)n +C2(1_(L+§))n = Cl(%)n +CZ(1_(%))H =

:cl,11”+(32(_%1)” :CI(% TS) +C ( T f)n :CI(Hzﬁ) +C ( 1+f)n

These linear combinations form a two-dimensional linear vector space; the original
Fibonacci sequence can be found in this space.

Initial conditions are F(0)=O and F(l) 1, than C, % and C, = —%.

Establishing the base cases of the recursion, proving that

B--4) () (-5 (5] (5) (445 (1-45)

N N

for all natural N.

Johannes Kepler observed that the ratio of consecutive Fibonacci numbers
converges. He wrote that "as 5 isto 8 sois 8 to 13, practically, and as 8 is to
13, sois 13 to 21 almost”, and concluded that the limit approaches the golden

ratio.
More formally, it follows from the explicit formula that

Fo) _ k()
mr F(nel) e

Ly =)

s )
. -(=2) . 1=0
T [)(M) 1++5-(1-+5)-0

2 ~0.618034, because [=45] < 1 and thus lim(= )" =0

l+\/§ n—oo A+v5

or lim P _ KRR 1.61803398 .
> F(n) 2
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This convergence does not depend on the starting values chosen, excluding 0, O .
For example, the initial values 19 and 31 generate the sequence 19, 31, 50, 81,

131, 212, 343, 555 etc. The ratio of consecutive terms in this sequence shows
the same convergence towards the golden ratio.

Proof.
If G(n): Cl(#)n +C2(%)n, Cl # 0 and C2 # 0, than
lim G(n) =1lim C, (%)n -G, (#)n _

el e ) (5

_“”‘”;.CI(H\E)M—Cz(l—\/g)m}
=lim?2- r(11+ ° (CI_CZ(:\/E)H) n
= VsJees)-ci- s )T

~lim2- C,-C,(:5 2. €, =C,0 _

N> Cl(l_‘_\/g)_cz(]_\/gx%)” Cl-(1+x/§)—C2~(1—\/§)-O
o 2.c 2
_Cl-(l+\/§)_l+\/§

i) - 0:or i Gt - 15

=]

N

~ (0.618034 , because ‘% <1 and thus

~1.61803398.

The Fibonacci Roulette System

The next number in the series is simply the sum of the previous two numbers. The
starting number is 1. The second number calculated from O +1 (no number in front
of the first 1) and is 1 again. The next numberis 1+1 or 2, then 1+ 2 for 3, then

2+3=5 and 3+5=28, etc. The system works similarly to the Labouchere or
cancellation system, only the player starts out with an empty line. If the first bet is
won, then the sequence is over and the player has won. No numbers need to be
written down. If the first bet is lost, then a line is started and a "1" is written down.
The next number in the sequence represents the following wager size. If this bet is
lost, then it is added to the end of the line. As each bet is lost, it is added to the end of
the series. If a bet is won, the last number in the series is crossed out. An example
here will help clarify things:

1.) Bet 1 unit and lose: 1 -1 unit

2.) Bet 1 unit and lose: 1-1 -2 units
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3.) Bet 2 units and lose:1-1-2 -4 units
4.) Bet 3 units and win: 1-x-x -1 unit

5.) Bet 1 unit and lose: 1-1 -2 units
6.) Bet 2 units and lose:1-1-2 -4 units
7.) Bet 3 units and lose:1-1-2-3 -7 units
8.) Bet 5 units and win: 1-1-x-x -2 units
9.) Bet 2 units and lose:1-1-2 -4 units

10.) Bet 3 units and win: I-x-x -1 unit
11.) Bet 1 unit and lose: 1-1 -2 units
12.) Bet 2 units and win: X-X +0 units

13.) Bet 1 unit and win:stop +1 unit
-Series has been won-

Our player starts with a one unit loss, so a "1" is recorded to start the line. Another

"1" is added after the second wager of one unit loses. The third stake requires a two-
unit wager and loses, so a "2" is added. The fourth bet of three units finally wins and
the "1-2" can be cancelled from the line. Because each wager adds up to the previous
two bets, the last two numbers on the line can be crossed out when a bet wins. The
next three bets lose, escalating our eighth stake up to five units. Our player
experiences a win at this level, allowing him to cancel out the "2-3" at the end of the
line. The ninth bet of two units loses, so the line grows to "1-1-2." A win, loss and
win on the tenth, eleventh and twelve wagers finally wipe out the betting line. The
player needs and gets a win at this point to go up a net profit of one unit and win the
sequence.

With only five wins and eight losses, this particular sequence of wins and losses is
tough, but our player is able to pull it out. On the eighth wager, the stake reaches a
high of five units. If that bet had lost, our player would be twelve units in the hole. At
a $5 unit size, that equates to a $60 deficit. The next wager from here would be eight
units and another loss would put him back 20 units total. If you elect to use the
Fibonacci, I would highly recommend that you limit your top bet to five units. If you
lose your wager at this level, then abandon the series. Things get ugly too quickly
from here. Stop and regroup. Let's take the Fibonacci up to twelve straight losses to
see how quickly the wagers can mount:

1.) Bet 1 unit and lose: 1 -1 unit

2.) Bet 1 unit and lose: 1-1 -2 units

3.) Bet 2 units and lose:1-1-2 -4 units

4.) Bet 3 units and lose:1-1-2-3 -7 units

5.) Bet 5 units and lose:1-1-2-3-5 -12 units

6.) Bet 8 units and lose:1-1-2-3-5-8 -20 units

7.) Bet 13 units and lose: 1-1-2-3-5-8-13  -33 units

8.) Bet 21 units and lose: 1-1-2-3-5-8-13-21 -54 units

9.) Bet 34 units and lose: 1-1-2-3-5-8-13-21-34 -88 units

10.) Bet 55 units and lose: 1-1-2-3-5-8-13-21-34-55 -143 units

11.) Bet 89 units and lose: 1-1-2-3-5-8-13-21-34-55-89 -232 units

12.) Bet 144 units and lose: 1-1-2-3-5-8-13-21-34-55-89-144  -376 units
This last example demonstrates how the bets can mount in a losing string of twelve
losses. The chances of losing twelve straight on a double zero roulette wheel are
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(%)12 =0.0004518, or about 1 shot in 2213 . The purpose here was to show a

range of cumulative losses and let the system player decide where to draw the line.
Some authors show the Fibonacci sequence and omit the first "1" in the series. That's
fine, but the shortened version is a little more aggressive than the "full" Fibonacci.
You will lose a bit more money on average with this abbreviated variation. Overall,
the Fibonacci sequence does not fare to badly. This system can be fun and not too
damaging if you limit your top bet to five units.

Fibonacci numbers in popular culture

This sequence has appeared many times in popular culture. Fibonacci numbers
have been mentioned in novels, films, episodes of television shows, and songs. The
numbers have also been used in the creation of music and visual art.

Cinema

* In the film Dopo Mezzanotte (After Midnight), the sequence appears as neon
numbers on the dome of the Mole Antonelliana in Turin, Italy, and is also used
to select numbers in a lottery, ultimately winning it.

* Along with the golden rectangle and golden spiral, the Fibonacci sequence is
mentioned in Darren Aronofsky's independent film 77 . They are used to find the
name of God.(1998)

* In "The Da Vinci Code" the numbers are used to unlock a safe.

* In Mr. Magorium's Wonder Emporium (2007), Magorium hires accountant Henry
Weston (Jason Bateman) after an interview in which he demonstrates knowledge
of Fibonacci numbers.

* In Death Note: L Change the World (2007), a child sets up marshmallows in the
shape of a grid showing a Fibonacci Spiral.

* In 21 (2008), the first eight numbers of the sequence are written in icing on a
birthday cake which has twenty-one candles.

* Mentioned in The Oxford Murders (2008).

* Mentioned in Taken (2002)

Literature

* A youthful Fibonacci is one of the main characters in the novel Crusade in Jeans
(1973). He was left out of the 2006 movie version, however.

* The Fibonacci sequence plays an important role in the plot of the children's book
The Wright 3 by Blue Balliett.

* The Fibonacci sequence plays a small part in the bestselling novel and film The
Da Vinci Code.

* The Fibonacci sequence plays a part in unravelling the Atlantis Code in Stel
Pavlou's bestselling novel Decipher.

* A part of the Fibonacci sequence is used as a code in Matthew Reilly's novel Ice
Station.

* In Philip K. Dick's novel VALIS, the Fibonacci sequence (as well as the
Fibonacci constant) is used as identification signs by an organization called the
"Friends of God".
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* In the collection of poetry alphabet by the Danish poet Inger Christensen, the
Fibonacci sequence is used to define the number of lines in each poem.

* The Fibonacci sequence is one of many mathematical topics in Scarlett Thomas's
novel PopCo whose main character has an affinity for mathematics.

* The Fibonacci sequence is one of the main sources of math-based magic for the
main character, Reason Cansino, in Justine Larbalestier's trilogy, Magic or
Madness

* The Fibonacci sequence is mentioned in the children's book Math Curse by Jon
Scieszka.

* It was briefly included (and recognized by Charles Wallace) in the television film
adaptation of A Wrinkle in Time.

* Fibonacci and the Fibonacci numbers are mentioned as a code to unlock a vessel
in Dan Brown's best selling novel, The Da Vinci Code, and its movie adaptation.

Music

* Tool's song "Lateralus" from the album of the same name features the Fibonacci
sequence symbolically in the verses of the song. The syllables in the first verse
count 1, 1,2, 3,5,8,5, 3,13, 8, 5, 3. The missing section (2, 1, 1, 2, 3, 5, 8) is
later filled in during the second verse.

* Ernd Lendvai analyzes Béla Bartok's works as being based on two opposing
systems, that of the golden ratio and the acoustic scale. In the third movement of
Bartok's Music for Strings, Percussion and Celesta, the opening xylophone
passage uses Fibonacci rthythm as such: 1:1:2:3:5:8:5:3:2:1:1.

* The Fibonacci numbers are also apparent in the organisation of the sections in the
music of Debussy's Image, Reflections in Water, in which the sequence of keys
is marked out by the intervals 34, 21, 13 and 8.

* Polish composer Krzysztof Meyer structured the values in his Trio for clarinet,
cello and piano according to the Fibonacci sequence.

* American musician BT also recorded a song titled Fibonacci Sequence. The
narrator in the song goes through all the numbers of the sequence from 1 to 21 (0
is not mentioned). The song is featured on the second disc of the Global
Underground 013: Ibiza compilation mixed by Sasha.

Architecture

The sequence has been used in the design of a building, the Core, at the Eden

Project, near St Austell, Cornwall, England.
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Chimney of Turku Energia, Turku, Finland featuring Fibonacci sequence in 2m high neon lights. By ltalian
artist Mario Merz for an environmental art project (1994)
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1 INTRODUCTION

The price is part of a marketing mix that includes:

e Product - e.g. taste tests
Placement — distribution, retail audit
Promotion — advertising tests
Package — packaging tests
People — lifestyle test, U&A studies

e Price — Price Sensitivity Meter, Brand-Price Trade-Off, Conjoint analysis
The price is the only element of the marketing mix that is the source of income, and
the others produce costs.
The price influences the company’s profitability, sales, market share size, shopping
behaviour of customers.
Properly managing the price of a product or service should lead to optimum setting of
the price. If the method used to set the price is not optimum, there is a risk that the
price will be too high and the company will not gain or will lose customers, or the
price will be too low and the company will not utilize the yield potential of the
market.

1.1 WHAT PRICE TESTS MEASURE

The basic information price tests must provide is a quantitative expression of
customers’ reaction to the price or to a price changes - price elasticity (flexibility of
demand, price sensitivity). Besides the flexibility of demand, we are also interested in
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the existence and position of breaking points of price sensitivity curve, otherwise
referred to as price thresholds. In the price threshold point is occurring a major change
of flexibility curve directive (it is the point of the change in price sensitivity). Most of
the assignments working with the price need answers to the questions “what will
happen when... (the price of our product changes from ... to ... / the price of a
competitor’s product changes from ... to ... )” how will the shares of products on the
market change when...?. Must be available price tests that are able to simulating so-
called “what if” scenarios.

The current development of price tests focuses mainly on making more realistic
outputs, which means transforming estimates of shares of preference to estimates of
actual market shares or sold volumes under price conditions simulated by the given
scenario. The actuality and reliability of results dramatically influences the ability of
clients to perform price tests.

1.2 WHAT PROMPTED THE NEED FOR PRICE TESTS?

The mid 1960°s are considered the start of the need for price tests, when in Great
Britain the law on a single / minimum price was abolished (resale price maintenance
that means agreement between manufacturer and seller that determines for what price
a seller can sell goods for). The single / minimum price rule was created in 1880 and
had served as a guarantee of profit for all sellers. Sellers began to have the
opportunity to compete by offering lower prices, and this led to the need for valid
predictions about how consumers would react to various price strategies.
Effectiveness of retail increases, the size of shops grows (counter sales = small self-
service shops > supermarkets = hypermarkets) and costs for having shop employees
decline. The development of retail is furthered by improving technical equipping of
consumers:

— the concentration of automobiles dramatically increases (people begin travelling
greater distances to shop instead of walking to the shop around the corner). This
enables large shops to spring up in shopping zones

— refrigerators and freezers gradually become standard household appliances (food
can be stored longer).

In the 1960°s people begin dramatically more spending money than in previous
years, but they also become more price sensitive. These conditions have led to prices
becoming a “weapon in battles” to gain consumers, and in the 1970°s prices became a
part of the marketing mix. The need arose for reliable price tests that provide valid
information about how consumers react to price changes.

1.3 DEVELOPMENT OF PRICE TESTS

In the 1950°s, Great Britain: first documented studies focusing on examining the
influence of prices in consumer behaviour (exclusively FMCG).
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In the 1960°s, Great Britain: (1961-1966) Andre Gabor and Clive Granger
developed an indirect method of testing prices with the help of the purchase intention
probability scale: Gabor-Granger price test.

Early 197°0s, Great Britain: a different direct method was also developed at the
university in Nottingham that instead of measuring the probability of purchases
measures respondents actual reactions (respondents select from a set of products at
certain prices): Brand-Price Trade-Off (BPTO) .

Mid 1970°s (1976), Holland: van Westendorp reveals a new method of price tests:
Price Sensitivity Meter

Late 1970°s and early 1980°s gradual introduction of all three methods (Gabor-
Granger price test, BPTO and Price Sensitivity Meter) in all of Western Europe.
ESOMAR 1982 congress recognizes these price tests as “implemented” in practice.

In the 1980°s, world: price tests gradually expand to the whole world, for example
in 1990 Asia reports a large expansion of Gabor-Granger price test (but still does not
know BPTO).

From 1990°s till present, world: with the development of computer technology,
conjoint methodology begins being applied as part of price tests (its development is
still unfinished).

2. METHODS FOR PRICE TESTING

2.1 GABOR-GRANGER PRICE TEST

Gabor-Granger price test is an indirect method (we determine the probability
that a product or service will be purchased at a particular price on a 5-point scale,
and then we determine actual shopping behaviour based on the respondent’s
answers). It is a monadic test and addresses the product or service or the price of a
product or service without defining the relationship with the prices of other
products or services or the competition (respondent himself/herself intuitively puts
together a set of products and their prices that could compete with the tested
product). Tests the product as a whole and it cannot be tested as a combination of
individual elements or characteristics. Isolated price points are tested. The resulting
flexibility of demand is formed by an interpolation between the tested prices, it
cannot be extrapolated below the lowest or above the highest tested price. This
method for estimating price is a simple for implementation and analysis. For
described product respondents are asked:

“If this product or service were available for the price CZK ..., how likely would
you be to buy it?”
Answers on 5-point purchase intention scale (P1 scale):

- definitely would buy

- probably would buy

- not sure whether would buy or not

- probably would not buy
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- definitely would not buy.

Then a new price is proposed, and willingness to purchase is asked again. The
process continues across pre-defined price levels (usually 3-5 price levels for one
product or service). From the results we are able to construct expected demand
curve at each price level. We need to transform the answers on the PI scale to the
demand curve. For it we must determine which portion of respondents in
individual points on the scale will actually buy the particular product (it always
depends on the category and position that we are addressing - see examples in the
Table 1.).

Table 1. Transformation of answers on PI scale to the demand curve

Category: FMCG Telco finance highly
involved
target
group
Pl scale (services)
definitely would buy 75% 70-80% | 60-70% 80%
probably would buy 35% 20-30% 20% 50%
not sure whether would 15% 0-5% 0% 15%
buy or not
probably would not buy 5% 0% 0% 0%
definitely would not buy 0% 0% 0% 0%

We display the calculated projections as expected demand curve. Using this estimate
also the expected revenue will be calculated and optimum price level for product or

service (that maximizes revenue).

Then data are plotted into a Gabor-Granger price volume curve (Fig. 1.).
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Fig. 1. Gabor-Granger price volume curve

2.2 PRICE SENSITIVITY METER

More sophisticated variation of the Gabor-Granger technique was presented by
Peter H. van Westendorp and called Price Sensitivity Meter (sometimes Price
Sensitivity Measurement). Price Sensitivity Meter is similar to Gabor-Granger in
respect of indirect method, monadic test and test the product as a whole (does not
separately consider its individual elements). Price Sensitivity Meter is a simple
method to assess consumers' price perception, it is based on the premise that there is a
range of prices bounded by a maximum that a consumer is prepared to spend and a
minimum below which credibility is in doubt. Respondents are asked for the
following four price-related questions about a product or service:

Q1. At what price would you consider this product or service so expensive that you

would not consider buying it? (referred to below as “Too expensive™)

Q2. At what price would you consider this product or service to be priced so low

that you would begin to question its quality? (referred to below as “Too cheap™)
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Q3. At what price would you consider this product or service to start getting

expensive, but still a possible purchase? (referred to below as “Expensive”)

Q4. At what price would you consider this product or service to be a bargain - a

great buy for the money? (referred to below as “Cheap™)

From responses to these four questions, cumulative frequency distributions are derived
and plotted. The “Not cheap” and “Not expensive” curves are counted as 100% -
cumulative % of responses to the question “Cheap” or “Expensive”. Also various
intersections on the curves provide inputs for pricing decisions (Fig. 2.).

The Indifference Price Point (IPP) is a point at which the number of respondents
who regard the price as cheap is equal to the number of respondents who regard the
price as expensive. According to Van Westendorp, this generally represents either the
median price actually paid by consumers or the price of the product or service of an
important market leader. IPP is based on customers’ experiences with price levels in
the market and will change with market conditions.

The Optimal Price Point (OPP) is a point at which the number of customers who
see the product or service as too cheap is equal to the number who see the product or
service as too expensive. This is typically the recommended price for product or
service. Also most clients”question is that OPP is definitive optimal price for a product or
service. The questions asked in PRICE SENSITIVITY METER force respondents to choose
arange of prices (as opposed to just one) that they consider to be acceptable.

The Point of Marginal Cheapness (PMC) is the point at which number of
respondents who consider the product or service as not cheap is equal to the number
of respondents who regard the product or service as too cheap.
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Fig. 2. Results from Price Sensitivity Meter questions
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Fig. 3. Price Sensitivity Meter - Acceptable Price Range

The Point of Marginal Expensiveness (PME) is the point at which number of
respondents who consider the product or service as not expensive is equal to the
number of respondents who regard the product or service as too expensive.

The range of prices between the Point of Marginal Cheapness (PMC) and Point of
Marginal Expensiveness (PME) is considered the Acceptable Price Range (Figure 3).
According to Van Westendorp, in well established markets, few competitive products are
priced outside this range.

If the clients” goal is to maximize market share or penetration, price must be set
somewhere between PMC and OPP. If the clients’goal is to maximize revenue, price
must be set somewhere between OPP and PME.
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2.3 BRAND-PRICE TRADE-OFF (BPTO)

BPTO measures the price sensitivity of brands in a competitive environment. It
is a direct method (respondents in an interview actually select the product that they
would buy for the defined prices). This method can be used only in categories
where we can predict that purchase decisions will depend on two factors: price and
brand (brand here includes all other marketing variables besides price).

For BPTO testing we must define competitive environment. We need main
competitive brands in tested category (total market share of tested brands could
cover at least 80% of market), usually 10-20, for each brand must be defined actual
market price, price levels which are used interviewing (usually 5-8 price levels,
price levels must equidistant, size of price step - usually 2%-10%). Market price
when reducing prices could be set on price level P5 or P6 and the market price
when increasing prices could be set on price level P2 or P3 price level (example in
Table 2.).

For questioning all tested products are in front of the respondent. The products
are labelled with price tags (all at the 1% price level at the beginning of the test).

Basic BPTO question:

Q1. If these brands of products or services were available in the shop for these
prices, which product or service would you buy under those circumstances? You
can select from any of the product or service brands shown.

Table 2. Price levels offered for interviewing

Brands P1 P2 P3 P4 P5 P6 P7
CZK [ CZK | CZK | CZK | CZK | CZK | CZK

Brand 1 13 15 17 19 21 23 25
Brand 2 25 27 29 31 33 35 37
Brand 3 25 27 29 31 33 35 37

Q2. And if these brands of products or services were available in the shop for
these prices, which product or service would you buy now? You can select from
any of the product or service brands shown.

Etc.

The interviewing continues till the respondent for some brand achieve maximal
price level or say that do not choose any of offered brands.

Resultant matrix of purchase decisions for one respondent is shown in Table 3.
Table 3. Example of purchase decisions for one respondent

Brands P1 P2 P3 P4 PS P6 P7
CZK [ CZK | CZK | CZK | CZK | CZK | CZK

Brand 1 1% 2nd 3" 4" gh 10" 11"
Brand 2 5 6t 7
Brand 3 gt

Main BPTO results:
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e Preference Share — how does the consumer decide between different products
or services in certain price situations
e Brand Switching (Table 4. and Table 5.)
e Chosen at first — the first brand that respondents chose at the very lowest
price level (Table 6.)
e Chosen at all — those who chose each product or service at least once in the
test (Table 6.)
e Total Occurrence — the average number of accepted price levels for the brand
(Table 6.)
e Before 1% switching — the average number of price levels accepted before
initial switch (Table 6.)
e Price elasticity (Fig. 5., Table 7.)
BPTO results will be presented in the following BPTO analysis (for analysis we
use brands and price levels from Table 2., actual market price is on price level P2).

Table 4. Brand switching if price level for brand 1 increases from price level P1 to P2
(brand 2 and brand 3 stay on their actual market prices)

Switch to (chosen second)
Switch from (chosen first) Brind Brgnd Brgnd Refus Total
ed
Brand 1 149 1 150
Brand 2 42 42
Brand 3 8 8
Refused 0
Total 149 43 8 0 200

Table 5. Brand switching if price level for brand 1 increases from price level P2 to P3
(brand 2 and brand 3 stay on their actual market prices)

Switch to
switch from Brand | Brand | Brand | Refus Total
1 2 3 ed

Brand 1 132 6 1 10 149
Brand 2 43 43
Brand 3 8 8
Refused 0
Total 132 49 9 10 200
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In Fig. 4. we could see how preference shares change if we increase a price of

brand 1 (brand 2 and brand 3 stay on their actual market prices).
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Fig. 4. Change of preference shares if increases price of brand 1.

Recommendation resulting from Fig. 4. and 5. and from Tables 4. and 5. is to
keep the price of brand 1 on actual market price (CZK 15), because price increasing

would cause switching from brand 1 to brand 2.

Table 6. Chosen at first, Chosen at all, Total Occurrence, Before 1% switching

st
Chosen at | Chosen at Total Before' 1

- Occurrenc | switching

first all A
Number of

respondents 200 200 200 200
% % mean mean
Brand 1 67,5 90 5,0050 4,29
Brand 2 25,5 65,5 1,9550 3,27
Brand 3 7 39 0,9150 2,57
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Table 7. Price elasticity table for brand 1

Price level P1

P2

P4

P5

P6

P7

Price (CZK) 13

15

19

21

23

25

Price change (CZK) -2

X

Volume

(respondents) 150

149

112

62

46

Volume change 0,7
(respondents) %

15,2
%

25,3
%

25,8
%

25
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Fig. 5. Price Elasticity

3 CONCLUSIONS

Each of three tests presented above have some advantages as well as limitations

(disadvantages).

Gabor-Granger price test can be used for new products or product variations.
Objections have been existed arguing that the answers to the second and subsequent
price are influenced by answers to the first tested price and that therefore one
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respondent should only test one price. But independent measuring of “many” vs.
“one” price per respondent has shown that measuring several prices for one
respondent gives better and better interpreted results.

Expectations for Price Sensitivity Meter are small perception about price and
rational shopping behaviour. Main advantages of Gabor-Granger and Price
Sensitivity Meter methods are quick, easy to execute (part of another test, consists
only of one or four questions) and easy to understand. We need not know the
specified price beforehand. Price Sensitivity Meter determine how customers
perceive the price of a product in a particular category and what expectations are
based on price.

Price Sensitivity Meter is especially advantageous for testing prices of new or
innovated products or in categories where the competition does not exist (typically
the pharmaceutical industry — new types of pharmaceuticals, new technologies —
new types of mobile phones, digital or interactive television, video-on-demand etc.)

It can also be used successfully where direct competition exists, but where
during the shopping process comparisons of product prices usually are neither
expressed nor can be compared directly (e.g. petrol prices at a service station or
extra fees for credit / debit card insurance).

The system of four Price Sensitivity Meter questions perform well where the
concept “too cheap prices” makes sense, which raises doubts about the quality of a
product and could lead to a consumer’s refusal to buy it (e.g. products in the FMCG
category). Also exist areas where this concept does not perform well, typically the
financial sector, where some services can be provided for free (customers can even
directly expect that the particular service will be free of charge) and the question
regarding too cheap price can then be misleading. In this situation we do not ask the
question about too cheap (the interval of acceptable prices begins at CZK 0).

An enormous advantage of Price Sensitivity Meter is that it measures the price
sensitivity for the continual range of prices, other price tests always work with
several specific prices, among which we must interpolate (and beyond which it
would be difficult to extrapolate).

Since we are not comparing the product with any competition, the price test can
be performed as early as during the initial phases of product development (a
description of the concept or the rough design of the product is sufficient for the
Price Sensitivity Meter).

Limitations of Price Sensitivity Meter: Price Sensitivity Meter does not
replicate the actual shopping process. The results depend on respondents'
experience with price levels in the market. If respondent does not have a good
reference price, this method often causes the underestimation of a product's ability
to command a premium price. Price Sensitivity Meter does not simulate market
situations and does not consider competition.

Expectations for BPTO are 100% distribution and awareness of tested products.
Respondents know the prices of products (buy them). Must be well determined
prices that we test.

Advantages BPTO are that BPTO includes competition. Considers together
brand and price (various combinations). Enable us to simulate market situations.
Possibility of products mutually influencing each other (brand switching price
thresholds). BPTO is close to real buying situations.



Methods used for Price Testing 117

Limitations of BPTO method: Gradual price increases make respondents more
sensitive to higher prices. Coverage of the market of the tested category (market
share of tested products). Limitation in case of new products, premium and
common (usual) brands.
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Abstract. The paper deals with the inability of contemporary methods used by
financial institutions to efficiently estimate the GDP development in crisis and
to give the prior warning of upcoming crisis as well. The paper is not of
scientific nature its only purpose is to bring attention to necessity of change of
economic models and methods which could bring better estimates and what is
most important could save a lot of money in the future especially in cases when
the economy sustains some bubble bust or other shock.
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1 Introduction

The purpose of this paper is not to present any serious economic research but only to
point at one contemporary analytical problem that is connected to economic crisis —
the loss of faith in analysts and analyses. The paper consists of two parts — in the first
part the prediction ability of financial and economic research institutions is discussed
on the case of GDP growth estimates. In the second part a very simple model that can
be easily used for similar predictions is introduced to stress the need of change in
analytical approach to get better predictions and to enable investors but also economic
policy makers to react fast and in appropriate way. I believe that good analytical work
and proper predictions may save lots of money (and values) that would be otherwise
loss and possibly prevent any economic crisis even to occurl.

1

As in the US before the housing crises started. Some economist warned that the crisis is on
stake. See Case, K.E., Schiller, R.J. (2003) and the paper discussion -
Mayer,Ch.,Quigley,J.M. (2003) or Noord, P. (2006). Levy Economic Institute is also
drawing attention to this danger in beginning of 2006. On the contrary some institutions were
denying the risk of housing bubble — see Harvard University, Joint Center for Housing
Studies 2006 for example. Today we already know who was right alas too late.
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2 Financial institutions ability to predict — case of Czech
Republic

Contemporary economic situation and its development has risen many questions and
challenges for economic analysts who were usually not well prepared for the bubbles
and crisis development predictions. Because of that they were sometimes (falsely)
blamed by the public for the crisis along with financial institutions and their
credibility sustained serious hit. Figure 1 is giving a brief illustration of Czech GDP
growth predictions made by institutions in 2007, 2008 and 2009 as reported to
Bloomberg database2. We can clearly see that when economy was behaving
“normally” predictions were quite accurate but under the crisis shock in 4Q 2008 and
1Q 2009 they have become inaccurate and also the variation among predictions
increased3. On the other hand it should be the very core work of the analyst to reveal
and predict economic behavior in these times because in “normal” times it is quite
easy to make predictions almost with using common sense or a simple model as will
be shown later4.

2 These predictions were made after quarterly release of industrial data which could have (and
should have) influenced predictions. Data are not available for all institutions for all periods.
Therefore especially Figure 2 must be interpreted with care.

3 There is an exception in the first quarter of 2008 when institutions also failed to predict
accurately. It was probably caused by large CSU data revisions of historical time series on
which the models usually depend.

4 The most popular phrase among Czech analysts says ““I do not have a crystal
ball”.
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Table 1: Finanacial Institutions GDP Growth Estimates (Czech Republic)

121

7.9.07  7.12.07 152.08 15.5.2008 14.8.08 14.11.08 13.2.09 15.5.09 14.8.09
(2Q07) (3Q07) (4Q07) (1Q08) (2Q08) (3Q08) (4Q08) (1Q09) (2Q 09)
Institution Estimation
4Cast 53 5,7 -1,4
Atlantik 5,1 5 53 44 6 39 0 -2,9 4,2
CSOB 5,8 5,6 59 1,8
Citi 6,2 53 5,6 44 4.2
DZ Research 6,5 5,6 59 1,1 -1,7
Generali PPF 5,7 5,7 52 48 38 -0,5 24 -3,7
IDEA global 5,7 5,9 4 5,2 42 -3
ING 5,9 5,6 54 53 49 3,6 23 -5,5
JP Morgan 5,5 5,5 5 32 2 -4.5
KB 55 55 5,7 55 5.2 -14 -4.2
Morgan Stanley 55 6,5 5,6 0,9 -1,6
[Nordea Markets 5,7 55
Raiffeisenbank 6 58 6,1 6,2 54 35 -0,7 -4.8
Unicredit 5.8 5.2 43 4.8 38 -1,5 -4 -4,1
Ceska Sporitelna 52 58 5 4,1 -0,8
Danske Bank 5,6 6,2 0,2 -1,8
Merryl Lynch 5.8 58 54 0,5 -2,5 4.2
Patria Finance 6,5 5.8 55 45 4,1 1,8 -1,7 -5,5
Bloomberg Median 58 58 5,6 55 5 38 0,5 -1,8 -4,2]
CSU Actual 5,6 6 6,1 3.8 4,6 3,1 -1 -34 -4.9
Variance 0,18 0,09 0,13 0,43 0,24 0,1 1,31 0,62 036

Source: Bloomberg, own calculations

The main problem of accurate predictions in these times is probably in methods that
are being used and also lack of relevant information or that the information is not
reliable. For a good prediction it is also vital to be flexible and take a greater extent
(like world demand development which is affecting exports in future) into account. If
we make a list of most and least successful predictors according to Figure 1 estimates
we get “winners” and “losers” in analytical competition as Figure 2 displaysS5.
However not all institutions were observed in the same time (and some predictions
were much tougher than others) and provided the database with all predictions — for
example Raffeisenbank was measured eight times but Danske Bank only four times.
That is the reason why we should not make any serious conclusions based on Table 2.

Table 2: Best and worst Estimations

5 The higher the deviation (calculated simply as an average of differences) the worse
predictions are made by the institution at average.
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Istitution Deviation (Average)

4Cast 1,57
Patria Finance 1,13
DZ Research 1,06
Danske Bank 1
Morgan Stanley 1
CSOB 0,95
ING 0,95
Citi 0,93
KB 0,88
Merryl Lynch 0,85
Bloomberg Median 0,83
Atlantik 0,81
Generali PPF 0,71
Raiffeisenbank 0,58
Unicredit 0,55
JP Morgan 0,5
Ceska Sporitelna 0,44
IDEA global 0,4

Of course one can say that financial institutions use mainly simple models to predict
GDP because it is not as vital for them to make accurate predictions of this factor and
that a use of more sophisticated model (with lots of equations in practice) would be
more efficient’. Naturally there are institutions that use such models in the Czech
Republic like Ministry of Finance or the Czech National Bank. Nevertheless it does
not seem that using complicated models yields much better results. For example for
the critical period - 4™ quarter of 2008 and 1 quarter of 2009 the Ministry of Finance
predicted in considerable advance to others a GDP growth of 2,8% (in January 2009)
and -1% (April 2009) exhibiting much worse results then the financial institution
estimates. Czech National Bank predicted a growth of 2,0% for the 4™ quarter of 2008
(in February 2009) and -2,5% for the 1% quarter of 2009’ again lagging behind some
financial institutions.

6 Nice overview of macroeconometric models that were used in practice offers Husek, R.,
Pelikan, J.: Aplikovana ekonometrie, teorie a praxe, pp. 175-213.

7 These values are referred as ,,centred. Czech National Bank is using spread which is quite
large and to me quite useless. For example in 1% qurter of 2009 the 90% spread was between
-4,1% and -0,9%, for the preceding period it was between 0,4% and 3,7% (but the real
growth was very different).
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On the other side it should be stressed here that wrong prediction is not always a
failure of analysts. Czech Statistical Office is revisiting the time series quite often and
in the critical period the revision was substantial (quarterly revisions for 2008 were
around 1,4% points)®.

3  GDP growth estimate — a very simple “analyst like” model

There are lots of methods that can be used for GDP estimations like VAR models, C-
D function estimates (not often used), ARIMA models etc9. For purpose of this paper
I decided for a very simple model with respect to information available by analysts in
time of making their predictions and also to speed when making their predictions
(which is usually very high)10. I would like to demonstrate that one is able to make a
model by himself that exhibits same accuracy but also the same problems. The
institution or analyst should probably offer something more especially in times of
uncertainty when your model does not work. Quarterly data of seasonally adjusted
GDP, industrial production (not including water and electricity), households
consumption and exports were used for estimates. Czech Statistical Office was the
data source; estimations were made in EViews 6.1. The model is specified in first
differences as follows

Aln(gdp,) = eAlIn(ex), , + fAIn(cons), , +yAln(ind), +C (1)

where gdp is GDP, ex stands for exports, cons for consumption and ind for industrial
production. Industry is taken as a flash estimate published by the CZSO as a first
variable long before the GDP (usually several weeks before the GDP release). 1
should stress here one more time that the analysts’ estimates were made always after
these releases. All series are stationary according to ADF test on 1% level of
statistical significance. Equation (2) and Figure 2 shows the results when using
ordinary least squares method on (1).

Aln(@dp) =0,21A(ex),_, +0,498Incony, , +0,168AIn(ind), 0,014  (2)

8 See Macroeconomic Prediction of the Czech Republic, Ministry of Finance, April 2009

9 See Heij, Ch., Boer, P., Franses, P. H., Kloek, T., Dijk, H. K. (2004), Ecometric Methods
with Application in Business and Economics for example.

10 To develop and test the model itself took 32 minutes.
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Table 3: Estimation Representation

Dependent Variable: DLNGDP
Method: Least Squares

Date: 08/20/09 Time: 13:31
Sample (adjusted): 1997Q2 2009Q1

Included observations: 48 after adjustments

Coefficient Std. Error t-Statistic Prob.

DLNEX(-1) 0,210 0,039 5,400 0,000

DLNCONS(-1) 0,498 0,132 3,755 0,001

DLNIND 0,168 0,037 4,582 0,000

C -0,014 0,006 -2,286 0,027

R-squared 0,686 Mean dependent var 0,030

Adjusted R-squared 0,665 S,D, dependent var 0,027

S.E. of regression 0,016 Akaike info criterion -5,386

Sum squared resid 0,011 Schwarz criterion -5,230

Log likelihood 133,274 Hannan-Quinn criter. -5,327

F-statistic 32,105 Durbin-Watson stat 0,996
Prob(F-statistic) 0,000

. . . nd .
Figure 1 then displays fore casted values for period 1997-2009 (1™ quarter). Static

one step ahead forecast was used here.
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Figure 1: GDP growth forecast
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When comparing this model estimations in previously selected period 2007-2009 to
other institutions it seems like it is in the better half with average deviation equal to
0,8 pp (better than Atlantik but worse than Generali). Nevertheless the model was not
as many others able to predict the downturn of Czech economy towards recession in
last quarter of 2008 and will have probably tendency to keep on the trend lines
because of lags in the model. The model is also not very suitable for longer
predictions on the other hand I think it is generally extremely difficult to make serious
long time predictions under unstable conditions with standard models that are now
being used.

Conclusions

As 1 have tried to show in this paper it seems that not even long time but also short
time predictions made by financial, state or independent research institutions do not
work well when the economy suffers shock like the housing crisis which has started
the worldwide economy crisis. Relying just on standard procedures, models and
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variables seems inefficient in these times at least until the situation returns to normal
conditions. The institution which is able to give reliable predictions and — that is
mostly important — is able to predict the future changes in trend (form negative to
positive and vice versa) will gain competitive advantage. The question which is now
striking analysts over the world is “When is the growth positive again?” and “How
fast will the economy grow?”. Until now nobody still knows exactly to what extent
the crisis has struck the US (and other foreign) banks and when and where another
bank or financial institution will fall although the threat decreases in time. Also the
total effect of the crisis on national economies remains unclear and predictions of the
end of crisis are very heterogeneous, although now it seems like the majority believes
that we are in post-crisis times already. It is the most important now to estimate the
crisis impact on economy as a whole (GDP, unemployment, budget deficit etc.), on
economic sectors, social groups and on regions because the crisis will struck the
regions as well as social groups asymmetrically. But the crucial experience we should
take from the crisis is to not let it happen again. Good analyses and in time bubbles
and crises identification should be the future of analytical work in my opinion
enabling to save more than any (usually controversial) regulations.

There are three ways out of this “analytical crisis” situation. First we may wait until
situation gets stable again and use standard models and predictions as always and
prey the crisis will not come again. Second we will try to develop some better
analytical approaches able to identify incoming bubbles and other shocks and their
possible economic impact in advance. Third we may buy a crystal ball.
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Abstract. In literature there are two main approches to the formulation of the
Hartwick’s rule in economy with sevaral renewable and nonrenewable capital
goods: one without and the other with price relations. Inthis paper these
approaches are analysed and compared by the dynamical differential system
formalism using the cotangent prolongation of the basic dynamical system.
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rule.

JEL Classification: D90, O11, 041

1 Introduction

Hartwick (1977) [3] formulated his rule by the production function in economy with
one renewable and one non-renewable capital goods. This approach was developed
by several authors (see for examle [1], [4], [5], [7]). Dixit, Hammond and Hoel in
[2] formulated the Hartwick’s rule by price relations. They recognized that the
Hartwick’s rule can be also expressed by an assertion that the valuation of net
investment ( including the dis-investment in the exhaustible resources) is zero at
each date. They already supposed economics with several renewable and non-
renewable capital goods. They generalized the demand of zero valuation of net
investment by constant one. They did not use dynamical system formalism which
was involved in this investigation later first of all in the connection with optimal
utility.

The main aim of this paper is to show natural mathematical relations between the
both formulations of the Hartwick’s rule. The first one expressed by the production
function, and the second one expressed by price relations. We strictly use control


mailto:anton.dekret@umb.sk�

130 Anton Dekrét

dynamic differential system formalism (see [8]). In our investigation the esential
tool we use is the so-called cotangent prolongation of the basic control dynamical
system (see [6], [9]). This prolongation is also present in the Pontryagin’s maximum
principle though it is not explicitly mentioned in literature dealing with this subject.
The structure of this paper is as follows. In the second chapter the basic dynamic of
the studied economy with its cotangent prolongation is introduced. In the third
chapter both the 1Hart-path in the spirit of the Hartwick’s approach and also the
2Hart-path corresponding to the Dixit-Hammond-Hoel definition of the Hartwick’s
rule are introduced. The both these paths are connected by the cotangent
prolongation and can be therefore compared. As for the 1Hart-path it is connected
only with basic variables whereas the 2Hart-path is defined by the relation with
basic and price coordinates. In this chapter Jacobian of the basic system is also used
for characterization of such properties as competition, equity, stationarity. Between
the both approaches are signs of duality.

2 A control model of economy with renewable and non-renewable capital
goods

We use control theory formalism to model economy. Roughly speaking it consists of
stating the basic dynamic system for basic variables and control or optimization
conditions. We will omit optimization. First of all we want to find out what
information is possible to obtain about the Hartwick’s rule from the cotangent
prolongation of the basic system.

We treat the following dynamical system of economy with n renewable and m non-
renewable capital goods which is generally accepted in literature:

(1) dk,/dt = fi(k,r) - Siki -ci=F (k,r,c) ,i=1,..,n
dsfdt=-r; , j=1,..m,

where k = (ky,..., ky )e K, is the n-couple of the renewable capitals in n capital
sectors, s = (' Sy,..., Sm ) € Sy is the m-couple of the non-renewable capitals in m
source sectors, € = (gy,..., €,) iS the n-couple of amortization rates, ¢ = (cy,..., Cy) iS
the n-couple of consumptions in renewable capital sectors, r = (ry,..., I, ) is the m-



On the Hartwick’s Rule in More Dimensional Case 131

couple of extraction rates in m non-renewable source sectors, f; (k,r ) is the
production function in the i-th renewable capital sector.

The differential system (1) is a basic dynamical system for the basic variables k and
s with the control parameters ¢ = ( ¢y,..., ;) € Uy, r= (ry,..., ) € Uy, where
U,, U, are open admissible regions of parameters.

Let K, denote the space of the change rates in capital (net investments) k’ = (k'y,..
Kn), Ki=dkd/dt and S, the space of extraction rates s’ = (§'3,..., S ) , S} = dsy/dt
. Let (K, )%, (S'm)" be the dual spaces to K, , S’ , respectively. This means that
they are the vector spaces of all linear maps & K’y —» R, £(K) =) " (& ki), v
Sm >R,y (s)=>.", (ysj). Then the variables & and y are co-variables
(dual) which are refered to as the prices variables. We state the Hamiltonian of the
basic system (1) as the function

Hk, s, &y ro)= EK)+ y(s)= D L EFRKL- DT

It means that the Hamiltonian of the system (1) is an evaluation of the change rates (
net investments and extraction rates).

We introduce the so - called T" - prolongation (cotangent prolongation) of the
system (1) (we refer our readers to [6] or [9] for details). It is of the form

2) Ki= Fi(krc) , &i=-0Hlok , i=1,.,n
s = .y =-0HI8s; = 0, i.e. y;(t) = const,
=1,...,m,

where const includes extraction costs in the j-th exhaustible source.

Both systems (1) and (2) are autonomous. A curve u(t) = (c(t), r(t)) in UxUy is

called to be the control path. Systems (1) and (2) become non-autonomous when we

put ¢ = c(t) , r = r(t). Solutions (k(t), s(t)) or (k(t) , r(t), &(t), w(t)) of such systems
are brifly said ,,b-output“ or ,, T"-outputs“ for the path u(t) or outputs corresponding

to u(t).

The functions F; (k, r, ¢) determine the map F: K, x U,xUn, — K, . Its Jacobian

matrix is a block matrix of the form

J = ((OF/ok, ) =y, (BFdor;) = 3, , (OFfecy ) ).

The matrices J; , J, state the linear maps J; : Ky > K’y ,J,:Sm — K’y and its
dual maps J*; : (K’ )= (K’ )", 3% (K )= (Sw)"
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Recall that the dual map J*; is characterized by the relation

®3) E(J2(n) = T2(8)(r)

A control path u(t) = (c(t),r(t)) with its corresponding b-output (k(t), s(t)) determine
the matrice J,(t) and then its derivation with respect to t states the map T J5(t): S m—
Ky

3 On the Hartwick’s Rule

We now turn to the Hartwick’s rule. Roughly speaking by this rule all extracts from
the non-renewable capitals are the only sources for the net investments to the
renewable capitals. In literature there are different mathematical formulations of this
rule. We will deal with two of them.

Definition 1. The control path u(t) = (c(t),r(t)) which together with its corresponding
b-output (k(t),s(t)) satisfy the condition

(4) K'(t) = 3o(r(t))
will be called the 1Hart-path.
This condition corresponds with the original Hartwick’s form, see [1] , [3] .

Remark 1. As the system (1) is a subsystem of the system (2), i.e. every solution of
(2) projects into the solution (k(t), s(t)) of (1), then the terms ,,b-output” can be
replaced by the terms ,, T"-output® in the definition 1. This will be prefered in what
follows.

Let u(t) = (c(t), r(t)) be a 1Hart-path. Then Jy(r(t) = F(k(t), r(t), c(t)). Derivating it
with respect to t we get T J,(r(t)) = J1(k (t)) - ¢'(t). A control path u(t) is called totaly
equitable if c(t) = const. If 1Hart-path u(t) is totaly equitable then it holds

(5) TJ2=313:)(r(1)) =0.
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The control path u(t) which together with its corresponding b-output or T*-output
satisfy (5) is said to be competitive.
Evidently it holds:

Proposition 1. A 1Hart-path is totaly equitable iff it is competitive.

Definition 2. A control path u(t) = (c(t), r(t)) which together with its corresponding
T*-output y(t) = (k(t), r(t), &(t), w(t)) of the system (2) satisfy the condition H(y(t),
u(t)) = const will be called the 2Hart-path. If const = 0, i.e. if &(t)(K'(t)) = w(t)(r(t))
then we call the notion ,,2Hart-0-path“.

Remark 2. The notions 2Hart-path , 2Hart-0-path correspondwith the formula of the
Hartwick’s rule in [2] . We see that the condition H(y(t), u(t)) = const is dependent
on basic variables k, s and also on price variables &, y on the contrary to the relation
(4) involving only the basic variables.

Using the system (2) we get in the case of a 2Hart-path u(t)

d Hy(D), u@®)/dt =d:H + dH =0, dH= S(@H/ac) ¢ = - §( ),
deH == T(@H/En) 1= 53 (1) - w('©),

d.H and d.H are the changes of Hamiltonian H due to the changes of consumptions
and extraction rates. Then a path u(t) = (c(t), r(t)) is a 2Hart-path iff together with its
corresponding T"- output y(t) = (k(t), r(t), £(t), y(t)) satisfy the relation

(6) &(¢) = §(3(r(®) - w(r (t).

Evidently every constant path is a 2Hart-path. We will say that u(t) = (c(t), r(t)) is
equitable if d;H =0, i.e. if §(¢) =0,
r-stationary if dH =0, i.e.if &(J(r' (1)) - w(r'(t)) =0,
quite r-stationary if oH/or; = 0, j = 1,...,m, i.e. if y = J"(€),
r-margin-stationary if J°,(&) = const
along the path u(t) and along its coresponding T*- output y(t) = (k(t), r(t), £(t), w(t)).
Apparently a quite r-stationary path is r-stationary and r-margin —stationary.

Remark 3. The relation y = J%,(€) is dual to that in (4). We can say that the quite r-
stationary path is dual to the 1Hart-path.
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The relation (6) immediately gives

Proposition 2. If a control path u(t) is equitable and r-stationary then it is a 2Hart-
path. If u(t) is r-stationary then it is a 2Hart-path iff it is r-stationary. A 2Hart-path
is equitable iff is r-stationary.

From the relation (4) it follows

(7) g(K) =&(3(n .

The control path u(t) which together with its corresponding T*- output y(t) satisfy
the relation (7) will be called to be 1Hart-ev-path. Evidently every 1Hart-path is
1Hart-ev-path but the converse is not true.

Proposition 3. A quite r-stationary 1Hart-ev-path is a 2Hart-0-path.

Proof. If u(t) is a quite r-stationary 1-Hart-ev-path then the relations (7) and (3) give
E(K) = £(J(r)) = I'5(E)(r) =  (r). Proof is finished.

We deal now with the r-margin-stationary path. Derivating the relation J*,(€) = const
with respect to t and realizing that &(t), y(t) satisfy the system (2) we get

(8) (Tl-31J)E=0,

where the map (TJ,-J1J,)": (K )= (S'm) isdual to Td, - J; J,: S Ky . By
(8) we can say that this relation is dual to the relation (5). Then the notion ,,r-margin-
stationary* is dual to the notion ,,competitive®.

Corollary of Proposition 3. If u(t) is a quite r-stationary 1Hart-path then it is an
equitable 2Hart-0-path.

Proof. By Proposition 3 u(t) is a 2Hart-0-path. Then the relation (6) is true. As u(t) is
r-stationary then £(¢) = &( J,(r' () - w(r'(t)) = 0. Proof is finished.
Acknowledgment: The work was supported by the Slovak grant agency, grant
No0.1/4633/07.
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Abstract. Population development may influence the economy and the econ-
omy, on the other hand, may influence population development. On the basis of
the data on the sex-and-age structure of the population it is possible to antici-
pate relatively well the long-term development and foresee the future require-
ments, for instance, in the fields of education, the health service, social services,
etc. Changes in the sex-and-age structure of the population are dependent on the
levels of the birth and death rates and on migration. When the average life ex-
pectancy of people is lengthening and at the same time fertility is declining, the
population will gradually change into a population of older people. In conse-
quence this will have a marked influence on the economy, social and health in-
surance, etc.

Keywords: ageing of population, population projections, pension security

1 Introduction

In all economically developed countries the ageing of the population has been taking
place for many years. Forecasts expect that in the future the life expectancy will rise
still further, whereas fertility will more probably stagnate below the replacement
level. The ageing of the population will therefore continue in this century.

The ageing of the population has a number of consequences in many areas of the
life of society. One of the most frequently mentioned is the impact of the population
ageing on the field of pension security systems. Also in the sphere of the financing of
health care the population ageing must be taken into account. Low fertility follows in
lower numbers of schoolchildren and applicants for studies etc.
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The paper provides a simple analysis of the changes in the age structure and popu-
lation ageing of the Czech Republic in the past century and offers estimates of the
ageing in the future based on the latest version of the population projection.

2 Source Data and Methodology

All analyses are based on the time series of the sex-and-age structure of the popula-
tion of the Czech Republic. Until the end of 2008 the real demographic structure of
the population has been used (data of the Czech Statistical Office, see [7]). Since
2009 the data of the population projection are used.

The projection has been computed in the Department of Demography of the Fac-
ulty of Informatics and Statistics of the University of Economics, Prague. The classi-
cal component method (see e.g. [6]) with simplified migration (no emigration sup-
posed, immigration equal to net migration) has been used for computations.

Initial demographic structure for the projection has been that of 1st January 2009.
Three variants (low, medium and high) of the development of fertility, life expectancy
and migration have been taken into account.

Preliminary demographic data of the first quarter of 2009 show that after several
years of fertility growth the total fertility rate this year will probably be the same or
even a little bit lower than in the previous year. The low variant of fertility develop-
ment is therefore based on stabilization of the fertility at the present level with total
fertility rate equal to 1.5. According to medium or high variant the total fertility rate
will slowly continue to grow to the value 1.7, or 1.9 respectively. The fertility struc-
ture is supposed to converge to the fertility of the Netherlands, where the transition of
the fertility has been finished and the fertility seems to be relatively stable.

The previous increase of the life expectancy is supposed to be continuing all the
time. The variants differ only in the rate of growth. The life expectancy of males in
2050 is supposed to be for low variant 83 years, for medium variant 85.5 years and
for high variant 88 years. The corresponding values for females are equal to 87, 89.5
and 92 years, respectively. The difference between the life expectancies of females
and males is therefore supposed to diminish.

It is very difficult to predict net migration at the present time. Preliminary data in-
dicate that this year the net migration may be at the level of only one third of the val-
ue of the previous year. One of the main reasons for this may be the continuing eco-
nomic crisis. Because of this fact the projected annual net migration is supposed to be
lower than in previous years in all variants, i.e. 10 000, 25 000 and 40 000 persons per
annum, respectively. The demographic structure of immigrants is supposed to con-
verge to the structure of the immigrants into the EU. See [1] and [4].

It is evident that minimal ageing of the population will occur in the case of high
fertility and high net migration and simultaneously low life expectancy. And on the
other hand low fertility and low net migration in combination with high life expec-
tancy will lead to the highest ageing of the population.
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3 Changing of the age structure of the population
of the Czech Republic

The population of the Czech Republic has been ageing recently. In 1900 there were
still more than 40 % of all citizens of the Czech Republic under the age of 20 and
only about 10 % older than 60 years.

The population ageing in the future will depend on the development of fertility,
mortality and migration. According to medium variant of the projection it is probable
that in the future the proportion of persons under the age of 20 will stay permanently
below the level of 20 %. The proportion of people of main productive age, i.e. the age
of 20-59 years, will drop from the present 60 % to less than 45 % in the year 2060.
There will therefore be a considerable decline in workforces. And the proportion of
seniors will continue to grow. The proportion of people aged 60 and over will in-
crease from the present 20 % to almost 40 %. In fifty years time every seventh citizen
of the Czech Republic will be over 80 years of age. (See the Fig. 1.)

Age structure of the population of the Czech Republic (%)
(medium fertility, mortallty and immigration since 2009)
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40 40
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L0 i b S [l e e 10

Source: Czech Statistical Office data, own population projection

Fig. 1. Age structure

The average age of the inhabitants of the Czech Republic at the beginning of the
previous century was about 28 years. Several years ago its value has reached 40 years.
And in the next decades the average age will continue to grow and be coming close to
50 years. (See the Fig. 2.)

The changes in the sex-and-age structure in the previous century are apparent also
from the differences in the age pyramids (see the Fig. 3). At the beginning of the 20th
century the demographic structure of the Czech population was very regular and it
was a typical structure of the population of progressive type of population with pre-
vailing share of young people.



140 Tomas Fiala, Jitka Langhamrova and Jana Langhamrova

The present age structure of the population of the Czech Republic is very irregular.
It is characterized in particular e.g. in the higher proportion of those aged from 50-64
years. This has been caused by the growth in the number of those born during the
German occupation and mainly after the 2nd World War. On the other hand the Czech
Republic has a lower proportion of those aged 35—49. This is the result of the decline
in natality in the late fifties and in the sixties, when the weak population cohorts of
those born in the thirties (at the time of the economic depression) were at the age of
highest fertility. There is also a markedly higher proportion here of those aged 25-34
years. This marked the climax of the fertility of the strong population cohorts of those
born after the 2nd World War, also influenced by the pro-population measures in the
seventies. (From the viewpoint of a demographer these measures were quite unsuita-
bly timed and resulted in a further increase in the already great irregularity of the age
structure.) In the Czech Republic there is also a lower proportion of children at the
age about 10, caused by the decline in fertility as a result of the political, economic
and social changes after 1989. Fertility has been dropping far below the so-called
replacement level and young people have been postponing the birth of a child until a
later age as in the majority of the countries of Western Europe.
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Fig. 2. Average age

This irregular age structure of the population brings with it irregular course of the
ageing of the Czech population in the nearest future. In the half of this century a very
high proportion of seniors is expected to live in the Czech republic because the strong
cohorts born in the seventies will reach the retirement age. And on the other hand the
proportion of people at the age about 30 would be much lower than today because
another baby-boom wave like in the seventies is not expected. (Preliminary data indi-
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cate that probably since the year 2009 the number of births will decline for several
decades.) The Czech population will be among the oldest countries in the world.
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Fig. 3. Demographic structure

4 Consequences in the sphere of pension security

The ageing of the population will have a number of consequences in many areas of
the life of society. One of the most frequently mentioned consequences is the impact
on the field of pension security. At present pension security guaranteed by the state in
the Czech Republic is still based exclusively on the so-called PAYG (pay-as-you-go)
system. Economically active people pay contributions to pensions into the system of
pension security and this is immediately re-allocated to payments to present pension-
ers. Saving for one’s own pension in pension funds is so far merely voluntary.
A suitable degree of burden on the current system is therefore the so-called old-age-
dependency ratio (the ratio of the number of persons of retirement age to the number
of persons of productive age).

Until the end of 1995 the retirement age in the Czech Republic was 60 years for
males and 55 years for females with two children. For simplicity we have supposed
that the retirement age of all women is the same as for women having two children.
Since 1996 the retirement age is increasing according to the year of birth: for each
subsequent year of births the pension age is 2 months higher (for males), or 4 months
higher (for females) than for the previous year of births. According to present legal
regulations this increase will continue until the retirement age will reach 65 years for
males and 64 years for females with two children, respectively.
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It is evident that the average annual increase of the retirement age in time is 1/7
years for males and 1/4 years for females. The dependence of the retirement age on
time is shown in the Fig. 4 (for simplicity the linear instead of stepwise function was
used). See [2].
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Fig. 4. Retirement age

The values of the old-age-dependency ratio have been computed taking into ac-
count the increase of retirement age in time. At present for 100 people of productive
age there are about 37 persons of pension age. The gradual raising of the retirement
age will only slow down, not prevent the increase of the old-age-dependency ratio.
Around 2030 there may already be about more than 40 pensioners for every 100 per-
sons of productive age. And in the following decades when the retirement age is sup-
posed not to grow more, the old-age-dependency ratio would rise very rapidly. In
2060 it might already be as many as 60—-80 pensioners depending on the variant of
demographic development. (See the Fig. 5.)

The inverse value of the proportion mentioned above — the proportion of people in
productive age to people in retirement age — and especially its changes can serve as a
simple indicator of a threat of decrease of the value of pensions. The Fig. 6 indicates
that in approximately in 10 years despite the increase of retirement age the proportion
of people of productive age to one pensioner will drop to about 90 % of the present
value. And after 2030 the decline will continue so that in 2060 the number of people
“earning for one pensioner” will be only about 45-65 % in comparison with the pre-
sent situation. Without changing the system there is a real threat of rapid decrease of
pensions in the future.
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Fig. 5. The proportion of people in retirement age to people in productive age
(increase of retirement age only to 65 years supposed)
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Fig. 6. The index of the change of the proportion of people in productive age to people in re-
tirement age (increase of retirement age only to 65 years supposed)
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It is of course possible and probable that the legal regulations will change and the
increase of retirement age will continue permanently in the same way as today for
males (i.e. for each subsequent year of births the pension age will be 2 months higher
than for the previous year of births). In 2065 it would reach the level 70 years. But the
Fig. 7 shows that even this permanent increase will not be satisfactory to eliminate the
influence of population ageing. It will only cause that the increase of the old-age-
dependency ratio will not be as rapid as in the previous case. In 2060 the value of the
old-age-dependency ratio would be about 45-65 persons of retirement age to 100
persons of productive age. The main reason is that after 2040 the strong population
cohorts born in the seventies will reach the retirement age. And in 2060 the number of
people in productive age per one person in retirement age will be (despite the perma-
nent increase of retirement age) 2040 % lower than today. (See the Fig. 8.)
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Fig. 7. The proportion of people in retirement age to people in productive age
(increase of retirement age to 70 years supposed)

If the increase of retirement age should quite eliminate the impact of the population
ageing, it should be more rapid than at present. (See the Fig. 9.) The retirement age
would reach 65 years of age about the year 2020, in 2045 the retirement age should be
about 70 years and in 2060 its value should be about 75 years. In this case the value of
the old-age-dependency ratio would stay at the present level (about 37 %) all the time.

The question is, of course, whether the seniors would be able to work in such a
high age and whether there would be sufficient suitable jobs for them.

A number of further solutions suggest themselves: the introduction of obligatory
deductions to pension funds, the raising of deductions for pension security, greater
support for additional pension insurance, etc.
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Fig. 8. The index of the change of the proportion of people in productive age to people in re-
tirement age (increase of retirement age to 70 years supposed)

80 — T T T T T T T T T T T T T T T T 80
79 +Further growth of the retirement age in the Czech Republic —|—‘—‘— 79
78 T necessary to ensure that the old-age-dependency ratio ~ high ageing | 78
77T should stay at the present level (about 37 %) 77
76 —+—+— 347 76
75 medium variant 75
74 4 r 74
73 s 73
72 yd —T 72
71 SV 71
70 Vb 70
4 R4
69 > 69
2 A"
68 rarain - 68
67 2 A1 low ageing— g7
f/ ..u
66 7 66
65 65
64 G 64
63 63
62 62
61 - 61
60 60

P19§9209990900d9559388538

Source: Czech Statistical Office data, own population projection

Fig. 9. Retirement age necessary for maintaining the stability of the pension system
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An interesting idea consists in the following combination of PAYG system and ob-
ligatory contributions to pension funds. While the rate of contributions to PAYG
system would be the same for all, the rate of obligatory contributions to pension fund
would be indirectly dependent on the number of children. Childless people would
receive pension only from the fund, other people would have pension both from the
fund (dependent on contributions, i.e. indirectly dependent on the number of children)
and from the PAYG system (dependent on the number of children) so that the total
pension would practically not depend on the number of children. People having 4 and
more children would be regarded as people with 3 children only. (This pension reform
has been proposed by James Hyzl, Martin Kulhavy and Jifi Rusnok, [3].) This idea
could not only insure the stability of the PAYG pension system but also maybe in-
crease the fertility.

It may also be assumed that labour productivity will increase with the rise in the
education of the population. There is, then, some measure of hope that in the future it
will be possible to maintain the present material standard of society even with a lower
proportion of economically active persons and higher proportion of seniors than at
present.

5 Conclusions

It is without doubt that the ageing of the population will continue. It is impossible
to prevent the ageing but it is possible to slow it down by increase in fertility and
immigration.

We should find the ways and create some solutions to harmonize professional ca-
reer and parents’ role of people. Not only in the sense that the child must not be an
obstacle for the parents in their professional career but mainly that the professional
career must not be an obstacle for the parents in the care and education of their chil-
dren. It would be good take advantage of the possibility of work at home, flexible
working time etc. as much as possible.

We should find the ways and create some solutions how to diminish the fear and
negative distance between immigrants and the society. Immigrants should not be
mainly the source of low-cost labour force. It is necessary to improve their working
and living condition, eliminate illegal work, corruption in obtaining visa and other
documents etc.

In any case the proportion of seniors in the society will increase. We should find
the ways and create some solutions that the society will not only admire economic
effect, success, youth, beauty, but also will be able to recognize the specific qualities
of seniors and accept them. So that the seniors could feel their own personal dignity
again as it is in some so called “primitive” societies (e. g. traditional American Indi-
ans).

Let’s hope that the thinking of the society will change to be more concentrated and
to pay more attention not only to economic growth, but also to social relations, envi-
ronmental problems, culture, spirituality etc. Because if this change will come true,
we are able to solve successfully not only the problem of population ageing but all the
problems of the present time.
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Abstract. The issues of capital services were deeply discussed when the revision of
SNA 1993 and ESA 1995 was prepared. The inclusion of capital services into national
accounts has a lot of advantages relating to the valuation of capital stocks and
productivity measurement. If capital services for other non-market producers were
estimated and the cost method was changed by substituting of consumption of fixed
capital by capital services, the value of output and the value of government
consumption expenditures would be significantly influenced. There are important
impacts on the total level of aggregates and industrial composition of output and value
added as well. Therefore the figures in supply and use tables and symmetric input-
output tables will be influenced by capital services for non-market producers because
the current concept, when net operating surplus of other non-market producers equals
zero would be changed.

Keywords:

1 Introduction

The system of national accounts provides lot of interconnected information that are
widely requested by users. The system has its own history and development and
currently a new standard is being prepared — System of National Accounts 2008.
Supply and use tables and symmetric input-output tables represent an integral part of
national accounts and moreover are used for other purposes like balancing
commodities and deflation. Changes in national accounting standards will therefore
influence supply and use tables and input-output tables. The new approach to R&D,
military expenditures etc. will redraw the time series of GDP and other indicators.
Capital services also have the effects on indicators for other non-market producers. In
the end, capital services will not be compiled as a integral part of accounts but there
we strongly effort to implement them. We deal with capital services and we tried to
estimate their impact on GDP and other indicators and how they will be reflected in
supply and use tables. This paper focuses on the issue of capital service only.

L This paper is prepared under the support of the project ,,Capital Services in National
Accounts and its Impact on GDP of the Czech Republic* of the Czech Science
Foundation, project No. 402/07/0387.
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2 Concept of Capital Services

Capital services show the contribution of assets to the production process and they
should be more accurate to be used in a total productivity production function. Capital
services consist of two parts:

1. Consumption of fixed capital and
2. Return on capital.

Consumption of fixed capital represent the wear and tear of fixed capital and it is
the amount that investor has to obtain back from the investment otherwise he would
never invest in such asset. On the other hand, return to capital represents the amount
that creates the profit from investment. Therefore the capital services are linked with
operating surplus. Capital services should equal the gross operating surplus (SNA
2008 draft) and return to capital to net operating surplus. The problem consists in the
value of an asset. According to national accounts rules’ assets should be valued at
market prices (to 1.1. or 31.12.). This is very hard to survey because companies
mostly have in their accounts historic prices and therefore model approach in used. In
the European Union, perpetual inventory method (PIM) is widely used. The method is
based on the revaluation of past investment into constant prices and then by applying
of so-called mortality curves. Then the value of assets that still serve (and are
included in the capital stock) is estimated. From this point of view there is not clear
problem. When we adopt another assumption that the value of the asset should
correspond with its discounted future income, the problems occur in non-market
sector. Suppose that the value of the asset (V) is given by following formula:

vV :-Zr: ft+|—1
i=1 (1~!—r)I ' 1)
where Vit is the value of the asset at 1.1.t
f is a future income from the use of the asset,
r is a discount factor.

Future incomes are given by quantities of capital services multiplied by their
prices, e.g. ton-kilometres x price per ton-kilometre. Total value of capital services
corresponds with the value of asset. An approach to the value of assets, described by
formula (1), leads to the alternative way of PIM. On the basis of expected service-life
and discount rate it is easy to derive age-efficiency and age-price schemes used for
estimation of stock of capital in efficiency unit and net capital stock. Due to the
discount factor, the linear decrease of quantity of capital services is followed by non-
linear decrease of price of the asset, see figure 1.

Position of figure 1
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The figure assumes that efficiency is decreasing 10% per year, e.g. the car can not
provide so many services (ton-kilometres) because of frequent maintaining, brake-
downs etc. The concept of deriving price from future income is possible for market
producers who have net operating surplus. That means that capital services equals to
the gross operating surplus. This is not valid for other non-market producers, like
government units. The value of capital is in many countries based on PIM and it does
not correspond to the operating surplus. Current standard SNA assumes that gross
operating surplus of non-market producer equals to his consumption of fixed capital.
Net operating surplus is therefore zero.

3 Non-market producers and their output

Current approach to other non-market producers (covering mainly government units)
assumes that their output is a sum of intermediate consumption, compensation of
employees, consumption of fixed capital and other net taxes on production. It means
that gross value added is a sum of compensation of employees, consumption of fixed
capital and other net taxes on production. Gross operating surplus consists of
consumption of fixed capital only; net operating surplus is zero. With respect to the
formula (1) it means that the assets in sector of non-market producers have lower
value than the same assets in the sector of market producers. The difference is in net
operating surplus, non-market producers have no return to capital, only consumption
of fixed capital and therefore their future discounted incomes are lower. This strong
assumption may or may not be correct. The supporters of the concept of capital
services argue that the difference in the value of very similar property can not be
justified. An example could be a school, either public or private; it could produce the
same quality of services. This means that when non-market producer sells assets to
the market producer, the value of capital increase and of value added as well. Capital
services for non-market producers is the possible solution, it means the change of the
so-called cost method of estimating output. Return to capital should be added to cost
method and the capital services will be completed. Then the net operating surplus will
be no longer zero.

Generally, there are two methods of estimating return to capital:

a) to use rates of return derived from market producers (internal),

b) to use rates of return for assets with low risk, like government bonds
(external).

The advantage of internal method is that the rates are connected with the
economy; it means the property has the same return to capital disregard who owns it.
On the other hand, some assets are not owned by market producers. In the Czech
Republic, the infrastructure (roads and railways) is owned by the state. Then the only
solution represents external method. Internal rate of return (r) is derived by formula 2:

_ GOS;—CFC;+NHG;
r —

Kt ' )
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where  GOS ... gross operating surplus,
CFC ... consumption of fixed capital,
NHG ... nominal holding gain,
K ... capital in efficiency unit.

4 Supply and Use Tables Connected With Capital Services

The imputation of return to capital to other-non-market producers will influence not
only operating surplus but final consumption expenditures, as well. The cost method,
mentioned above, has to be therefore changed, instead of consumption of fixed
capital, capital services will be included. By definition, other non-market output is
consumed by other non-market producer, in the system it is recorded as government
consumption expenditures. From the point of input-output analysis, the change will
appear in input-output coefficient; the value of output will be increased and the value
of final consumption as well. When such change in the methodology is applied, past
figures have to be changed. The change of the figures could be significant and it could
redraw the history. Input-output tables have a lot of users that rely on them and who
use them for their economic research. Capital services are able to change the results of
such research because they can influence nearly all industries. When the output of
public administration industry is change, it is quite less problematic because this
commodity is consumed mainly by government. The problem is in mixed industries,
like transport and education and health.

Effect of imputation of capital services on input-output coefficients will be
different from commodity to commaodity. The most import problem is connected with
mixed industries. Transport industry (or transport commodity) will be highly affected
by return to capital on roads and railways. If structures were owned by market
producer, the net operating surplus will be above zero. Therefore imputation
significantly increases the level of output. In our example, we used 3% rate of return
that was applied to the capital valued at efficiency units. The 3% rate of return was set
on the basis of rate of government bonds because there is no equivalent in the sector
of market producers.

Similarly, the industry of health and education is generally mixed industry but the
share of market producers in the Czech Republic is very low.

5 Capital Services for the Czech Republic

We are solving project aimed at imputation of capital services for other non-market
producers, the following figures were calculated within the project. The main purpose
is to show, how national accounts’ figures can be influenced by capital services. We
adopted following assumptions that we use for computation:
a) Capital services cover only fixed assets; inventories, valuables and non-
produced assets are not included in the model,
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b) When no rate of return from market producers is available, 3 % rate of return
is used,

c) Linear decrease of age-efficiency was derived from the official data on
average service-lives,

d) Mixed income is not split into work and profit part; it is a part of total
operating surplus,

e) Estimation of capital stock in efficiency unit was done. Our estimates are
based on alternative PIM and time series of gross fixed capital formation for
past years were based on the splitting of gross capital stock as published by
the Czech Statistical Office.

The following figure 2 shows average rate of return for total economy, including
industries with external rate of return. The development of total rate of return is given
mainly by the development of net operating surplus of market producers because the
rate of return of non-market producers is quite steady. The reason is a high share of
capital with external rate of return, more than 86% in 2006. Internal rate of return was
derived by formula (2). The sharp decrease in 2000 — 2002 was caused by the
decrease of net operating surplus. Generally, it means that the imputation of capital
services has very low effects on nominal and real GDP growth rate. The effects are
highly shown in the level of GDP. In our example, we estimated that the level of GDP
will be increased by 5 % in average for 1995 to 2006.

Pasition of figure 2

The impact on GDP growth rate is very low, we estimated the change of real GDP
growth rate for the period 1996 — 2006, see figure 3. The highest positive change of
real GDP growth rate was estimated for 1997 (+ 0.3 %); similarly, the lowest for 1995
(- 0.3%).

Position of figure 3

If the change of output occurs, the input coefficients must change, as well. The level
of value added is increased (operating surplus). The change of input coefficient for
transport commaodity is shown in table 1. It is based on published symmetric input-
output table (product x product) for 2005 by the Czech Statistical Office and adjusted
by capital services for other-non market producers.

Position of Table 1

6 Conclusion

The aim of this short paper was to describe the effects of capital services on the time-
series comparability. Capital services for other non-market producers have a lot of
advantages, namely the consistent approach to the property disregard who owns it and
consistent approach to operating surplus. On the other hand the biggest disadvantage
is given by the changes of data and problems for the users and comparability between
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countries. Capital services are nowadays partly included in the system of national
accounts, in consumption of fixed capital. But there is no return to capital for other
non-market producers. An impact of implementation consist in the increase of output
of selected products, mainly transport, public administration, health and education are
influenced. Although the imputation of return to capital for other non-market
producers have nearly no effect on GDP growth rate, the changed level of GDP
influences input-output analyses. Input coefficients are changed (matrix A) for
selected products (or industries) and because of the high values of imputed rent on
capital the impact on Leontief inverse matrix ((I-A)-1 may be significant. The
estimated increase of the level of output and GDP by imputation is about 5%. Input-
output tables is not avaible now but we expect quite significant changes in the
Leontief inverse matrix. Such methodological revisions are dangerous at least from
two points of view, at first the users who are using input-output tables for econometric
modelling may be unpleasantly surprised that their models providing different results,
especially when the sensitiveness of data is high for small changes. The second
danger is given by the possible incomparability of countries” GDP and national
accounts. The importance of modelling is increased and without any standardisation
the figures can be influenced by totally different assumptions among the world. The
last what should not be forgotten is that such models require a lot of detailed data that
are very hard to acquire. The standard PIM that gives clear and simple view on capital
is applied in many countries and the change to more model based approach —
alternative PIM requires also a lot of experiences from economic modelling and from
economic theory. Therefore it seems not possible that such approach can be applied in
the near future except for a few of very developed countries. We can remind the
complication with adoption of SNA 1993 in the world because a lot of countries are
still using SNA 1968. From Czech experience (country that had to change its
macroeconomic statistical system from Material Product System (MPS) to SNA 1993
(respectively ESA 1995)) correct implementation of capital services seems too be
much ambitious.
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Capital Services in Supply and Use Framework

Table 1. Input coefficient for transport commodity, 2005, %

Inputs
Published Revised
All products 58,4% 48,5%
Net taxes on products 2,6% 2,1%
Gross value added 39,0% 49,3%
Output 100,0% 100,0%
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Abstract. The generalization of the binomial distribution is investigated in this
paper. The classical assumption of independence of Bernoulli random variables
is omitted and it is weakened by exchangeability. The combination between
dependence and strict dependence is studied. The case where the dependence
structure is described by copula is investigated. The Markov binomial
distribution is examined.

Keywords: Generalized binomial distribution, dependent structure, copula,
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1 Introduction

In this paper we investigate the generalization of binomial distribution. We mainly
omit the assumption of independence of the Bernoulli random variables. This
assumption is very “nice” from mathematical point of view, we can prove many facts
in the easy way in this case, but it is often nonrealistic. The variables and processes
occurred in economic models are generally dependent. For instance, the common
external factor, e.g. natural calamity, affects different variables making them
dependent. The generalized binomial model presented in this paper describe reality
better then the classical model.

The presented generalized binomial distribution may be applied in many actuarial
and financial models, e.g. the excess-of-loss reinsurance and the credit risk
management models (see [6], [7] and [5]). In the excess-of-loss reinsurance model,
we investigate the portfolio consisted of the n claims Yy, ..., Y, with retentions dj, ...
, d,. We want to analyze the random variable

X=X1,

J=1

where /; are the following Bernoulli random variables

0 Y <d.
I = J /.
Tl Y >d,
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The variable X can be interpreted as the number of claims the reinsurer has to pay for.
The random variables Y; can be often dependent in practice.

In the credit risk management models we investigate the dependent Bernoulli
random variables /j, ..., [,. The variable /; reflects the default indicator for obligor j at
time 7.

In Section 2 we present the general model, where the Bernoulli random variables
can be dependent and they can have different probability of “success”. In Section 3
we assume that the dependent structure is described by copula and in Section 4 we
assume that the Bernoulli random variables are exchangeable. The combination of
independence and strict dependence are investigated in the Section 5. The dependent
structure induced by Archimedean copulas are studied in the Section 6. Finally, we
examine Markov binomial model. The impact of degree of dependence on the form of
the generalized binomial distribution is investigated in the presented examples.

2 General model

Let Iy, ... , I, be finite sequence of Bernoulli random variables. They represent the
results of trials. We will denote probability of “success” in the j-th trial /; as symbol p;
and probability of “defeat” as ¢; =1 — p;, i.e.

pj=P{j=1) and g;=P(;=0).

In the classical theory it is assumed that the random variables /; are independent
and they have the same distribution. But in this section we omit these assumptions.

The joint distribution of Bernoulli variables /; is described by the probability mass
function (p.m.f.)

f(ils cee s ln) :P(Il = ils cee s In = in):
where i;€{0, 1} or by the cumulative distribution function (c.d.f.)
F(xls cee xn) :P(Il S P 9In an)'

The probability generating function (p.g.f.) of the random vector (7}, ... , I,) is of the
form

Gtyyirt,) = D f(Geni

e 10,1}
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The joint c.d.f. F' of random variables /i, ... , I, is univocally determined by the
values in the points of jump. We can interpret every point of jump (i, ... , i,) of c.d.f.
F as the subset 4 < {1, ..., n} such, that ;€4 iff i; = 1. We will use the notation 1, =
(i1, ... , I,). The number of elements of subset 4, denoted by |4|, is equal the number of
“1” in the point of jump (i, ... , i,). Moreover, we can calculate the value of joint
p-m.f. fusing the values of joint c.d.f. F'in the points of jump ([1], [5]):

F,)= é(—l)f Y F(1,). (1

Dc A,|D|=k-

We will investigate the following random variable in our paper:
X:11 + .. +[,1.

This is the number of “successes” in the n trials. We will call the distribution of such
random variable as a generalized binomial distribution. The (1) and the values of
the joint c.d.f. F lets us to derive the p.m.f. f of this random variable ([1], [5]):

Jx(k)=P(X = k)= Zf(l )= Z( 1)’(” kﬂj 2F@).

[AI=k=j

The g.p.f. of random variable X is described by formula:

ORI WAL gz:f(l A

-ood, €{0,1}

the expected value and the variance of X are given by

E(X):ﬁpj and  V(X)= ZV(I)+2Z > Cov(I,,1,).

i=1 j=i+l

3 Copulas

We can describe the dependent structure of the random variables /j, ... , I, by copula
functions. The copula C, is the n-dimension c.d.f. on [0, 1]" with the uniform
marginal distribution ([8], [4]). This function is the link between the join c.d.f. F" and
the marginal c.d.f. F; and it satisfies the following relation:

F(xy, ..., x,) = Cy(Fi(x)), ... , Fu(x)).
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If the k arguments of n-dimension copula C, are equal 1, then we obtain the (n — k)-
dimension marginal copula.

We investigate discrete random variables /;, so the copula is univocally determined
in the points of jump only ([8]). The copula determines the c.d.f. F only, so if we want
to obtain the p.m.f. f; we must use the formula (1). The values of the marginal c.d.f. F;
the point of jump are equal

F{0) = P(; = 0) = g5, F()=1.

For instance, we have F(1, 0,0, 1, 0) = Cs(1, ¢, g3, 1, g5).

The covariance Cov;; between random variables /; and /; is determined by two-
dimensional marginal copula C;; induced by copula C,. The k-th argument of copula
C,, for k different than i or j, is equal 1 in this case. For instance, for n = 5 we have
Cos(u, v) = Cs(1, u, v, 1, 1). Using (1) for n = 2, we obtain the covariance

Cov,; = E(IL) - E(DE() =PUL;=1,[;=1) - pp; =
=1-Cifg, 1)-Ci1, g + Ci,j(qia q,) —pr; = Cif{ai ) — 9:9),

and the coefficient of correlation p;; between the pair of random variables /; and /;

_ Ci,j(qz‘aq]')_qiqj .

Pis pa.r4;

If the random variables /i, ... , I, are independent then the dependent structure is
described by copula

uy, ... ,u))=uy: ... ‘U,

The second extreme case — strict dependence, called comonotonicity, induces the
following copula:

M(uy, ... , u,) = min(uy, ... , uy,).

Example 1. Let the dependent structure induced by Bernoulli random variables 7}, I,
[ is described by Farlie-Gumbela-Morgenstern copula ([6], [4]):

Cluy, up, u3) = wupus(1 + a1 — u)(1 — ) + ay3(1 —ur)(1 —uz) +

+ a3(1 — u)(1 — uz) + ai23(1 — up)(1 — ux)(1 — u3)),
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where —1 < ay,, a2, Az, a1p3 < 1. The parameters ay,, a1, a1, reflect the degree of
dependence between these random variables, because we have

Pij =+/Pid.P;4,;%;

where ije{1,2,3}. When these parameters are equal zero, then we obtain
independence.
If we want to describe the distribution of random variable

X=hL+hL+1h

then we must first compute the values of c.d.f. F in the points of jump, i.e. the values
Fy=F(0,0,0), F;=F(1), F; = F(1;) and using (1) compute the values of p.m.f. f:
Jo. fi» ;- So, we obtain the p.m.f. of random variable X taking the sum of values of f for
the subsets with the same number of elements. For instance, we have

F,=F(0,1,0)=C(q1, 1, g3) = uwjus(1 + on3(1 —u)(1 - u3)),
L=F—-Fy=F,-Cq, 9, 93),
Fi;=F(1,0,1)=C(1,q, )=qs, fis=Fi-F-F;+F

and fx(2) =fi> + fi3 + fos.

Let q1 = 08, qr = 06, q1 = 07, Oy = 03, a3 = 08, 03 = 0.6 and 0123 = —0.1, then
we obtain the following p.m.f. of random variable X:

fx(0)=0.3835, f«(1)=0.3779, f«2)=0.1935, f«(3)=0.0451.
The expected value and variance of X are given by
E(X)=0.9, "X)=0.7473
and the coefficients of correlation between the pairs of random variables /; are equal

P12 = 0.0588, P13 = 0.1466, P23 = 0.1347.
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4 Exchangable Bernoulli random variables

In the classical model it is assumed that the random variables /; have the same
distribution with the probability of “success” p and they are independent. But we
weaken this assumptions and we assume that these random variables are
exchangeable only. The random variables /), ... , I, are exchangeable if their joint
distribution do not depend on the order of them, i.e.

P(Il les LX) In an) = P(Iﬂ(l) les cee [n(n) an)»

for every permutation 7 of set {1, ... , n}. If |[4] = |B| = k, then we obtain very
comfortable in many computations relation

F(l)=F(1p) =Pler1 =0, ..., . [, = 0) = Fi.

Using (1) we can derive the values of p.m.f. /. They take the following form in this
case:

k .
fon=PU =1, =11, =0,...1, =0)= 3 (1)’ (’j‘ij, :
j=0
The exchangeable random variables /i, ... , I, are equicorrelated, i.e.
Cov(l;, 1)) = Cov(Iy, Iy) = cov,

for i # h and j # k. Moreover, Pearson coefficient of correlation p = p;; satisfies the
following inequalities ([6]):

1
n—1

<p<l
The p.g.f. of the general binomial distributed random variable X takes the form
GX ([) = ka,ntk .
k=0

Using the values of functions F;, we can derive the values of p.m.f. fy of random
variable X in the following way:

Cly M
R O STy TR
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The expected value and variance of random variable X are given by

E(X) = np, V(X) = n(pg + (n — 1)cov).

For exchangeable random variables [}, ... , I, the copula C,, which describes their
dependent structure satisfies the condition:

Ciuy, ..., u,) = Cn(u/z(l)s ey u//(n))'

Then we have

Fk,n = Cn [1;(_7‘19 [/ q] = Cn—k (q:~~: (I)
—

k n—k

and
Cov=Cx(q.9)— 4,

where C; is the marginal, k-dimension copula of C,. Moreover, the coefficient of
correlation between the pair random variables J; is equal

C,(q,9)-q°
o= 289D -4q"
Pq

5 Combination between independence and comonotonicity

We assume now, that the random variables 7}, ... , I, have the same distribution and
the dependent structure is described by the convex combination of copulas IT and M,
induced by the independence and comonotonicity, i.e.

C=(1-p)I+pM, ©)

where 0 < p < 1. This case was studied first by Tallis in [9] and next by Kolev and
Paive in [6].

If the random variables Iy, ... , I, are independent, i.e. p = 0, then we obtain the
classical binomial distribution with known p.m.f.
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o =(F e,

probability generating function

Gx(H)=(q +pt)’
and variance V(X) = npg. Then

Fk,n _ qn-k, f]‘c,n :pkqn-k’

and p;; = 0.

We know from the classical course of probability theory, that if np = A > 0 and n
tends to infinity, then the binomial distribution tends to the Poisson distribution with
the parameter A ([3]).

The second component of combination — comonotonicity is described by copula

M(uy, ... , u,) = min(uy, ... , uy,).
Then
q for k=0
Fknz{q for k<n fo=10 for O<k<n
! 1 for k=n ! p for k=n
and
q for k=0
fy(k)=40 for O<k<n.
p for k=n

The p.g.f. of the random variable X is equal

Gx(t)=q + pt’

in this case and variance is given by V(X) = n’pq. There is a strict dependence and the
coefficient of correlation between the pairs of variables /; takes the most values, i.e.
pi;=1.

The p.g.f. of the general binomial distribution X with copula defined by (2) is the
convex combination of component p.g.f.:
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G =1 -p)g +p)" +plg +pt).

The coefficient of the convex combination p is equal the coefficient of correlation
between the pairs of random variables /. Because using (2) we obtain

_(1-p)¢* +pg-q* _
pq

P p-

The variance of X is given by formula

V(X) = npg(1 + p(n —1)).

In the asymptotic case, if np = A > 0 and n tends to infinity, then the general
binomial distributed random variable X tends to the random variable

(1 —p)X, + pdyoy,

where X, is Poisson random variable with parameter A and §; is the random variable
focused in zero.

Example 2. We analyze of the influence of the degree of dependence, i.e. the value
of coefficient of correlation p, on the form of the generalized binomial distributed
random variable X. Let n = 20, p is equal 0 (independence), 0.3, 0.7 and 1 (strict
dependence) for probability of “success” p = 0.4. The particular p.m.f. of random
variable X are presented on fig. 1

We see that degree of dependence represented by the coefficient of correlation p
radically influences on the form of p.m.f. of such generalized binomial distribution.
The graphs vary from the classical, modal form to the graph focused in the two
extreme point.

p=0 p=03
0.6 0.6
0.4 0.4
0.2 0.2
o alllln,. R T [ T

02 46 8101214161820 02 46 8101214161820
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p=0.7 p=1
0.6 0.6
0.4 0.4
0.2 0.2
0 i llln.. 0
02 4 6 81012141618 20 02 4 6 81012141618 20

Fig. 1. Generalized binomial distribution for different values of the coefficient of correlation p

6 Archimedean copulas

The Archimedean copulas are characterized by simple form, so they are often used in
the various applications. These functions are induced by the generator ¢, which is the
decreasing, convex function satisfying conditions: ¢(0) = oo, (1) = 0. The
Archimedean copulas take the quasi-additive form ([8], [4]):

Coltt, wee s 1) = @7 (@) + ... + 0(u,)).

The c.d.f. F, takes the following values in this case:

Fip= ¢ ((n = K)p(q)).

In practice we often use the families of Archimedean copulas characterized by
some parameters. These parameters reflect degree of dependence and there are
relations between the values of the parameters and the Kendal or Spearman
coefficients of correlation ([8], [4]). Every Archimedean copula C, for n > 2 satisfies
the following inequality:

17}’1(”]3 see s un) < Cn(ul, ey un)~

Now, we present the main, often used in practice families of copulas.
a) Clayton family:

C, (uyyestt,)) =W, " +.c4u,” —n+ e,
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for a > 0, with generator (1) = (#“ — 1)/a. Limit value of parameter a = 0
corresponds with independence, o = co implies comonotonicity and

Fk,n = ((I’l - k)q-d -nt k + 1)-1/0(.
b) Gumbel family:
C,(uy,rt1,)) = exp(—((=Inu,)* +...+ (=Inu,)*)"“),

for a > 1, with generator ¢(u) = (—In u)”. For & = 1 we obtain independence and for «
= oo strict dependence. Moreover

_ (n=k)le
Fk.n =9 .

c¢) Frank family:

a (e—Dt _ 1))1—1

C, (uysest,) = —1ln[1 L™ =D (™ - 1)}

for 0 < a, with generator ¢(u) = —In((e™ — 1)/(¢™“— 1)). Limit value & = 0 corresponds
with independence and o = oo implies strict dependence. Then

—aq _ 1\n—k
A :_nn[HM].

SN a (e—zx _ 1))1—/(—1

Example 3. Let the dependent structure is described by Clayton copulas with
parameters o equals 0.2, 1, 2, 10 and p = 0.2. The values of parameter correspond to
the values of the Kendal coefficient of correlation equal 0.17, 0.33, 0.5 and 0.83. The
particular p.m.f. of random variable X are presented on fig. 2.

a=0.2 a=1
0.6 0.6
0.4 0.4
0.2 0.2
. N ([T

02 4 6 8101214161820 02 4 6 8 101214161820
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Fig. 2. Generalized binomial distribution induced by Clayton copula for different values of the
parameter o

We se that degree of dependence represented by the parameter o radically
influences on the form of p.m.f. of generalized binomial distribution induced by
Clayton copula.

7 Markov binomial distribution

Let Iy, 11, I, ... be stationary Markov chain with binary state space {0, 1}. Now, we
determine the transition probabilities p; = P(li11 = j| Iy = i), where i, j € {0, 1},
knowing the coefficient of correlation p between random variables /; i [+ and the
probability of “success” p = P(I, = 1). This process is stationary, then these
probabilities do not depend on k=0, 1, ... . The coefficient of correlation is given by

p= E( I )-EU,)EU) _ P =11, :1)_172
prq pq

Then

P, =11, =1
P =
P, =1)

=rtm,

and pio=1—p11 = g — pq. So, we obtain
Py =0, i1 =1)=p—P(y= 1, 1 = 1) = pq — ppq,

i.e. po1 = p — pp and poy = g + pp. Then the transition probability matrix takes the form
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P:(Poo pm):(wpp p—ppj.
Po  Pu q9—-p4 pPtpq

We can treat the coefficient of correlation as the parameter which reflects the
degree of dependence of the random variables inducing Markov chain. The
coefficient of correlation between any pairs of random variables /; are equal py i, = o
[2]. For p = 0 we obtain the classical case of independence with

P= (1 PP j .
I-p p
Moreover for p = 1 we have strict dependence with the identity matrix P.
Now, we define random variable

X, =L +..+1,.

The distribution of such random variable is called a Markov binomial distribution.
We can compute the values of the p.m.f. of random variable X, using the recurrence
method [2]. First, we derive the conditional probabilities

Sl 1) = PX, = j| Lo = 1),

where j =0, 1, ..., nand i =0, 1, using the formulas
£,(010) = pg,, £,01) = pipig s
fn(”|0):p01p1rl;13 f,(m| D)= pf,

S 0) = poefn1 (] 0) + porfuaG = 1] 1),
SG1 D) = profaa (i 0) + profuaG = 1] 1),

forj=0, 1, ..., n. The variance of the random variable X, is equal

_ n-1
V(X,) =npq+2pqp(n—l—p(lp)j,
1-p 1-p

and p.g.f. is given by formula [10]:

_ g+ (1-p)pt) (1
G,0=pof 40 P ().
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If np =X > 0 and n tends to infinity, then the Markov binomial distributed random
variable X, tends to the compound Poisson-Geometric distributed random variable X
([10], [2]). This random variable takes the form

12z, for N>0
0 for N=0
where N ~ Po((1 - p)A) and P(Z; = k) :pk’l(l —p)fork=1,2,....
Example 4. Let the dependent structure is described by Markov chain with p = 0.4
and p equal 0, 0.5, 0.7 and 0.8 for n = 20. The particular graphs of p.m.f. of random

variable X are presented on fig. 3. We see that for bigger values of the coefficient p
we do not obtain the unimodal graphs.

p=0 p=0.5
0.2 0.2
0.1 ‘Hh 0.1
0 II| III 0
02 4 6 8101214161820 02 4 6 8101214161820
p=0.7 p=038
0.2 0.2
0.1 0.1
0 0
0 2 4 6 B10121416 18 20 02?2 4 6 8101214161820

Fig. 3. Markov binomial distribution for different values of the coefficient of correlation p

Example 5. Let n = 100, p = 0.1 and p = 0.6. The graphs of p.m.f. of Markov
binomial distribution and the limit compound Poisson-Geometric distribution are
presented on the fig. 4. We can observe the good consistence of these graphs.
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Fig. 4. Markov binomial distribution and the limit compound Poisson-Geometric distribution

8 Conclusion

The aim of this paper is presentation and investigation of the generalized binomial
distribution when the assumption of independence is omitted. We study different
dependence structures and the impact of the degree of dependence on the form of
p.m.f. of the generalized binomial distribution. This is the starting point to further
investigations, e.g. the ruin problem based on the dependent risk process.
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Analysis of longitudinal data

Eva JaroSova
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Abstract. The paper deals with the evaluation of experimental data that are
obtained through repeated measurement of the same specimens over time. The
specimens are subjected to different experimental conditions and a linear model
with mixed effects is used. Several methods of constructing confidence and
prediction intervals based on the mixed effects model are compared together
with the intervals obtained by means of the general linear model regardless of
the true covariance structure of the data. For illustration, data representing the
growth of yeast colonies under optimal and stress cultivation conditions are
used.

Key words: experimental design, repeated measures, confidence and prediction
intervals, Satterthwaite’s method, Kenward-Roger’s method

1 Introduction

Longitudinal data are a special case of repeated measures when observations are
performed repeatedly on the same unit. Values of the corresponding response variable
are not independent and the covariance structure of these data is more complex.
Observations do not form a simple time series because there is more than one
experimental unit in an experiment. Time series are structured by some type of the
experimental design and usually effects of experimental factors on the response
variable are examined. Commonly the mean response profile as a function of time is
modeled, mean profiles under different experimental conditions are compared and
future values based on some model are predicted. The mixed effects model is
recommended for analysis. In this model both fixed parameters and parameters
determining the data covariance structure are estimated. Beside conventional
estimators which do not take account of uncertainty in estimating variability, various
methods such as the Satterthwhite’s method and the Kenward-Roger’s method have
been derived to improve statistical properties of estimators.

The aim of the paper is to examine properties of different estimators based both on
a large and a small sample. The linear mixed effects model is applied to experimental
microbiological data coming from the University of Chemical Technology [3].
Growth curves obtained after four days of cultivation of giant colonies of yeast are
approximately linear and simplified approach would consist in comparison of the
mean profiles under various experimental conditions using fitted coefficients of
straight lines or applying a general linear model. Such analysis is not quite
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appropriate due to the complex covariance structure. Differences between results
based on the linear mixed effects model and those based on the general linear model
not taking the true covariance structure into account are examined whereas various
techniques of estimation are used in the mixed effects model. Although prediction of
future values of the response variable would not be of interest in such microbiological
example, prediction intervals are computed to show the major advantage of the mixed
effects model. With respect to the intended examination of estimators’ behavior both
a large and a small data sample are used. The large sample includes all experimental
data, while the small sample is formed by part of them.

2 Linear mixed effects model

The linear mixed effects model can be expressed as

y=Xp+Zb+e (D)

where y (Nx1) is a vector of responses, X (Nxp) is a design matrix linking p toy, p

(px1) is a vector of unknown parameters (fixed effects), Z (Nxq) is a design matrix
linking b to y, b (gx1) is a vector of unknown random effects and e (Nx1) is a vector
of random errors. Assuming b ~ N(0,G), e~ N(0,R), and b and e independent, the

mean profile is given by E(y)= X and the covariance structure is defined by means

of matrices G and R, namely var(y)=V =ZGZ'+R . The elements of V are

assumed to be functions of parameters 0 (hx1) that are estimated either by the
maximum likelihood method or by the restricted maximum likelihood method.
Logarithms of the corresponding likelihood functions are

1 1 N
1(0)=——log |V |—=r"V'r ——log(27), 2
C)) > gV > 2 g(27) (2)

1

. (8) = —Elog V| —%log IX'V'X]| —%rTV']r —¥1og(2zz) 3)

wherer =y —X(X'V'X)" X"V'y and p is the rank of X.
Solving the mixed model equations

X'R'X XR'Z || [XR'y @
Z'R'X Z'R'Z+G'||b| |Z'Ry
first the best linear unbiased estimator and predictor are obtained assuming that
variance parameters are known and then the variance parameters are replaced with
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their estimators. The resulting estimator (predictor) is called the empirical best linear
unbiased estimator (predictor) and is expressed as (see e.g. [5], [6])

B=(X"V'X) X'V'y (5)

b=GZ'V'(y-Xp). (6)

Typically, a linear combination A'p+8"b of the model’s fixed and random effects is
of interest.

3 Statistical properties

The covariance matrix of the fixed and random effects (ﬁ— B.b—b)is

= (7

X'R'X X'R'Z |
Z'R'X Z'R'Z+G™

It is a common practice to obtain C by putting G-= G(ﬁ) and R = R(ﬁ) . An
estimator of C can be written in form (see e.g. [6])

é:[{:“ {:;1 ®
C21 C22
where

C,=(X"V'X)

C, =-GZ'V'X(X'V'X)
C,=Z'R'Z+G)'-C,X'V'ZG .

Because no account is made for uncertainty in estimating G and R, the true variability
tends to be underestimated.

Conventionally, confidence limits for k' Hj are given by

k' {g } +t_ . (V)Wk'Ck 9)
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where k ((p+q)x1) is an arbitrary vector, t,_, , , is the 1-a/2 quantile of the t-distri-
bution with v degrees of freedom, v =N —rank (X Z), C= C(é) . Due to more than

one random variables involved in model (1) k' Ck includes estimators of at least two

A

p

variance components and t =k’ {l/ k'Ck does not have t-distribution any more.

One of the solutions is the Satterthwaite’s approximation of the distribution of
E(M)’
V(M)
bution. Using a Taylor series expansion about 0 with only first-degree terms

vM

k'Ck = M . The variable EV) with v =2 has approximately y*(v) distri-

A h ~
M =k'Ck = kTCk+Z(aj—ej)@, (10)
P 00,
we can write
E(M)=k"Ck V(M) =g var(0)g (11)

where g is the gradient of M =k'Ck with respect to 0. After the unknown

parameters are replaced with their estimates 0, the degrees of freedom of the t-
quantile are adjusted according to

2(k" Ck)?
V= - (12)
g var(d)g

Another procedure consisting in applying an adjusted estimator of C was proposed
by Kenward and Roger [2]. Based on the Taylor series expansion with second-order
terms

A h L)) 1 h h R azq)
D206 -0) 2 666 —9) 2%
;( J ‘)aej ZZILJZ;( | -6, ')aaaej (13)
it can be seen that the estimator of @ = var(§) = (X" V'X) ' is biased because
~ 1 h h 82(1)
E(®)= ®+— W.
(®) ZZ,Z 13900 (14)

where W = var(é) . Therefore the adjusted estimator of ® is
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LGy, 0P
22w, : (15)
== 96,00,

4 Model building

Building a mixed model we must determine not only the form of its “fixed” part, i.e.
the form of X but also its “random” part, i.e. the form of Z, G and R. Usually t-tests
of F-test are used to test hypotheses about fixed effects under given covariance
structure. The likelihood ratio test can be applied, too, but in this case maximum
likelihood method (and not restricted maximum likelihood method) must be used. The
latter is also suitable for testing hypotheses about null parameters of the covariance
matrices on condition that fixed parts of the compared models are the same.
Furthermore, models can be compared using information criteria.

The statistic
(B
~ b (16)

k" Ck

has approximately t-distribution with v = N —rank(X Z) degrees of freedom. When

underestimation of variability is to be taken into account, degrees of freedom are
adjusted by means of the Satterthwaite’s method.

The statistic
[} ' T ~y Ty\-1 ﬁ
- [f)] L (LCL) L(BJ (17

J

where L (Jx(p+Q)) is arbitrary with rank J, has approximately F-distribution with J
and v degrees of freedom. To reach an appropriate F approximation a scaled form of
F may be used and degrees of freedom are modified. Details are described in [2].

Suitable covariance models are chosen based on the information criteria AIC and
BIC (the lower the values of AIC and BIC the better).

AIC = -21+2(p+h) (18)

BIC = -2l +(p+h)logN (19)

where | is the (restricted) log-likelihood at convergence, p is the number of fixed
parameters and h is the number of parameters in G and R.
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5 Case study

Giant colonies of yeast were cultivated at 10 or 20 °C for 14 days. Different NaCl
concentrations (0, 1, 2 %) were added to the media as a stress factor. Six specimens
were observed under the same treatment conditions. The area of the colony was
measured by the method of image analysis and the equivalent diameter was derived
(the diameter of a circle having the same area as the colony). The camera and
illuminating system used in the experiment did not enable to monitor the initial stages
of colony growth due to a low contrast between the colony and the background. The
first results were obtained after five days (t,= 5). From then on, most growth curves

exhibited linear dependence of equivalent diameter on time (Fig. 1).
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Fig. 1. Growth curves of giant colonies at 10 and 20 °C and 0, 1, 2 % NaCl concentration

The equivalent colony diameter was a response variable. With time taken as
continuous and on the assumption that our measurements record the period of linear
growth, the diameter of the i-th colony at the j-th level of temperature, the k-th level
of NaCl concentration and time t; can be expressed in the form

Yi = ﬁo,jk + bo,i(j,k) + (IB],jk + b],i(j,k))(tl _to) + € (20)

where £, ;, corresponds to the mean diameter at t =t,, f ;, denotes the mean growth
rate (in cm per day) in the “linear” period, random effects by, represent variation
of line intercepts around /3, , and random effects by, correspond to variation of
line slopes around A, ;, . Random errors ey, denote departures of observations from

the model. For t >, the mean profile at T; and NaCl, has the form
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E(Y(t)|TjaNaC|k)=ﬂo,jk +ﬂl,jk(t_t0) (21)

The aim of this case study is to compare statistical properties of estimators and
predictors based on linear mixed effects model (LME) using various methods of
accounting for the uncertainty in variance estimation and to present differences
between results obtained by means of LME and those based on a general linear model
(GLM) where the true covariance structure is not taken into account. Confidence and
prediction intervals are constructed using various methods. Two alternatives are
considered:

a) Model based on observations from all six groups determined by different
experimental conditions (large sample, 48 specimens, 288 observations).

b) Model based on observations corresponding only to one of the six groups
(small sample, 6 specimens, 48 observations). In this model time t is a single
explanatory variable. The observations obtained at 20°C and 2 % NaCl have
been chosen.

As for LME, confidence intervals for the mean diameter in the chosen group (20°C

and 2 % NaCl) at various times, i.e. for x'f , and prediction intervals for the diameter

of a chosen specimen belonging to this group, i.e. for x'f+z'b are constructed.
GLM considered is expressed as

y=Xp+e (22)

where X is the same matrix as in the mixed-effect alternative and e ~ N(0,c°I). It

should be noted that unlike with LME, prediction intervals based on GLM apply for
an arbitrary specimen under given experimental condition.

Two statistical packages were used. Fixed and random effects were estimated both
in SPlus and in SAS (with identical results). The output of SPlus procedure Ime was
chosen to illustrate the model fitting because of its better transparency. Estimates of
the mean profiles’ parameters and their confidence intervals were computed based on
the estimates of the fixed effects and their covariance matrix obtained in SPlus. SAS
was used to compute all confidence and prediction limits because SPlus does not offer
required procedures.

6 Results

a) Model based on all observations
Both parameters £, ; and / ; were supposed to be affected by a treatment (note

that 4, ; does not represent the intercept at t = 0, but at t = 5); the indices j and k

stand for various treatment conditions. Columns of X in Eq. (1) correspond to the
fixed part of the model (in notation used in S Plus)
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T, + NaCl, +T; * NaCl, +time +(T; + NaCl, +T; = NaCl, ) *time (23)

where T is a two-level factor (j = 1, 2) and NaCl is a three-level factor (k = 1, 2, 3).
Time is a continuous variable.

Variances o, ;, and o}, of random effects by, and b

i(jk) LiCik) >
on the main diagonal of G may or may not differ for various treatments. In
dependence on whether random effects by;, and b, are or are not dependent,
matrix G is or is not diagonal. Various forms of G were considered. Differences
among o, ; (standard deviations of random effects by, ) under different treatment

respectively, lying

conditions were apparent. One of the curves at 10°C and 2 % NaCl which differed
substantially from the others was omitted to make an analysis more transparent. Then
the systematic effect of T on o, ;, was clearly distinguishable. Non-parallel curves

corresponding to non-zero o, ;, were evident at 20°C and 2 % NaCl but after fitting

the model, the value of &, ; were practically zero. Therefore only two parameters

corresponding to two different temperatures were included. The variance matrix of
random effects had the form G = diag {0'3,1305,2} with o, =0.0135 and o, , =0.0326.

The expected autocorrelation of repeated measurements corresponding to the same
specimen was represented by AR(1) scheme of the matrix R with autocorrelation
coefficient ¢ =0.6375 and residual standard deviation o =0,0171.

The estimates of the fixed effects of the model are displayed in Table 1. According
to the chosen coding of categorical factors the fixed effect denoted by NaCI2 (NaCl3)
represents an increase of the mean response corresponding to the change of NaCl
from 0% to 1% (from 0% to 2%) etc. Using these estimates and their approximate
covariance matrix (not displayed) estimates of S, , and f, ; including conventional

confidence limits were computed (Table 2).

Table 1. S Plus, procedure Ime, table of estimated fixed effects (treatment contrasts). large
sample

Value Std.Error DF t-value p-value

(Intercept) 0.7092815 0.00823268 239 86.15442 <.0001
NaCl2 0.0072617 0.01164276 29 0.62371 0.5377

NaCl3 0.0657890 0.01221103 29 5.38767 <.0001

temp2 0.2001370 0.01681874 29 11.89964 <.0001

time 0.0413214 0.00099064 239 41.71166 <.0001
NaCl2temp2 0.0630001 0.02378529 29 2.64870 0.0129
NaCl3temp2 0.1221470 0.02406856 29 5.07496 <.0001
time:temp2 0.0199723 0.00140098 239 14.25593 <.0001
NaCl2time 0.0110260 0.00140098 239 7.87022 <.0001
NaCl3time 0.0218462 0.00146936 239 14.86783 <.0001
NaCl2temp2time 0.0045004 0.00198129 239 2.27145 0.0240
NaCl3temp2time 0.0100141 0.00203022 239 4.93253 <.0001
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Considering the same initial mean diameter regardless of the treatment as a
reasonable assumption, differences among the estimates ﬁo (Table 2) reflected

different mean rates under various treatment conditions in the previous growth period.
In addition to the effect of temperature a positive effect of higher NaCl concentration
was observed both at lower and higher temperature. The effect was more
distinguishable at the higher temperature. Effects of temperature and NaCl

concentration on B] were similar (Table 2).

Table 2. Estimated parameters of the mean structure model with conventional 95% confidence
limits

T[°C] NaCl[%]  f#, Il ucl B Il ucl
10 0 0.7093  0.6931 0.7255 0.0413  0.0394  0.0433
10 1 0.7165 0.7003  0.7328  0.0523  0.0504  0.0543
10 2 0.7751  0.7573  0.7928 0.0632  0.0610  0.0653
20 0 0.9094 0.8805 0.9383 0.0613 0.0593  0.0632
20 1 0.9797 0.9508 1.0086 0.0768 0.0749  0.0788
20 2 1.0974  1.0685 1.1262  0.0932  0.0912  0.0951

The estimated mean profile in the group with 20°C and 2 % NaCl is expressed as
E(Y(t)|T,,NaCl,) = 1.0974+0.0932(t - 5) (24)

and its values for t = 5, ..., 14 (denoted pred) can be seen in Table 3. The random
effects corresponding to one of the specimens in this group are by, =0,

b, , =0.0492 , and the predicted growth curve of this specimen is given by

Y(t)|T,,NaCl, =1.1465+0.0932(t -5). (25)

Its values for t = 5, ..., 14 (denoted BLUP) can be seen in Table 4. Fitted values of
GLM (denoted y_hat) are shown in Table 3. Corresponding confidence limits for the
mean (Iclm,uclm) are displayed in Table 3, prediction limits (Iclp, uclp) are in Table
4. Conventional, Satterthwaite-type and Kenward-Roger-type confidence limits are
practically the same (Table 3). Confidence limits based on GLM are nearer than those
based on LME so that the true confidence level must be lower than stated 95 %.



184 Eva JaroSova

Table 3. Large sample, 95% confidence limits for means based on LME and GLM

time pred Iclc uclc lel s wucls Icl kr ucl kr y hat Ielm uclm

5 1.097 1.068 1.126 1.066 1.128 1.067 1.128 1.101 1.087 1.115
1.190 1.162 1.219 1.160 1.221 1.160 1.221 1.195 1.183 1.207
1.284 1256 1312 1253 1314 1.254 1.314 1.289 1.279 1.299
1.377 1.349 1.405 1.347 1.407 1347 1.407 1.383 1.374 1.391
1470 1.442 1498 1.440 1.500 1.440 1.500 1.477 1.468 1.485
12 1749 1.721 1.778 1.719 1.780 1.719 1.780 1.758 1.747 1.769
13 1.843 1.814 1.871 1.812 1.873 1.812 1.873 1.852 1.840 1.865
14 1936 1907 1.965 1.905 1.967 1905 1.967 1.946 1.931 1.961

O 0 3

Table 4. Large sample, 95% prediction limits based on LME and GLM

time 'y BLUP Iclc¢ wuclc lels wuels lel kr ucl kr Iclp uclp
5 1135 1.147 1125 1.168 1.123 1.170 1.123 1.170 1.0431.159
1.223 1.240 1.219 1.261 1217 1.262 1217 1.262 1.1371.253
1.337 1333 1312 1354 1311 1.355 1311 1.355 1.2311.346
1.444 1426 1406 1446 1.404 1.448 1.404 1.448 1.3251.440
1.549 1.519 1.499 1539 1498 1.541 1.498 1.541 1.4191.534
12 1.851 1.799 1.778 1.820 1.777 1.821 1.776 1.821 1.7011.816
13 1916 1.892 1.870 1913 1.869 1915 1.869 1915 1.7941.910
14 1978 1985 1.963 2.007 1962 2.008 1961 2.009 1.8882.005

O 0 3

Fig. 2 shows the clear superiority of BLUP as compared with Fig. 3. All three types of
confidence limits based on the mixed effect model are almost identical (Table 4).
Only conventional confidence limits are displayed in Fig. 2. Not only is the width of
the prediction interval from GLM more than twice as long as the width of the interval
from LME but the true confidence level must be lower judging by the preceding case.
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Fig. 3. Large sample, fitted line and prediction limits based on GLM

b) Model based on one group
The variance matrix of random effects was reduced to a scalar with o, =0.0374. The
matrix R corresponded to AR(1) scheme with autocorrelation coefficient ¢ =0.8598

and residual standard deviation o =0.0370. The estimates of the fixed effects of the
model are displayed in Table 5.
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Table 5. S Plus, procedure Ime, table of estimated fixed effects (treatment contrasts), small
sample

Fixed effects: d ~ time
Value Std.Error DF t-value p-value
(Intercept) 1.089511 0.02102933 41 51.80911 <.0001
time 0.093409 0.00175594 41 53.19611 <.0001

The mean profile of this group is only slightly different from the previous one based
on all the data

E(Y(t)|T,,NaCl,) = 1.0895 +0.0934(t — 5) (26)

its values for t = 5, ..., 14 ( denoted pred) can be seen in Table 6. Random effect
corresponding to the same specimen as before is b, =0.0334, and the predicted

growth curve of this specimen is expressed as
Y(t)|T,,NaCl, =1.1229+0.0934(t - 5) . (27)

Its values for t =5, ..., 14 (denoted BLUP) are in Table 7.

Table 6. Small sample, 95% confidence limits for the means based on LME and GLM

time y pred Icl ¢ ucl ¢ lcl s wucl s lcl kr ucl kr Ilclm  uclm

5 1.135 1.089 1.047 1.132 1.039 1.140 1.040 1.139 1.077 1.125
1.223 1.183 1.141 1.224 1.133 1.233 1.136 1.230 1.174 1.215
1.337 1276 1236 1317 1.226 1326 1.231 1322 1271 1.306
1.444 1.370 1330 1410 1.319 1420 1.325 1.414 1.367 1.398
1.549 1.463 1424 1503 1.413 1513 1419 1.507 1.462 1.491
12 1.851 1.743 1.703 1.784 1.693 1.794 1.697 1.789 1.740 1.777
13 1916 1.837 1.795 1.878 1.787 1.887 1.789 1.885 1.830 1.874
14 1978 1.930 1.887 1.973 1.880 1.981 1.880 1.980 1.921 1.972

O 00 3

Again, the three types of confidence intervals based on LME are very similar (Table
6). As in case of the large sample, the width of the confidence intervals for the mean
based on GLM is shorter than that of the confidence intervals based on LME
indicating their lower confidence level.
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Table 7. Small sample, 95% prediction limits based on LME and GLM
time y BLUP Icl ¢ uclc lel s wucl s Il kr ucl kr Iclp  wuclp
5 1.135 1.123 1.071 1.175 1.039 1.207 0.971 1.275 1.000 1.202
6 1.223 1216 1.165 1267 1.132 1301 1.062 1370 1.095 1.295
7 1.337 1310 1.259 1360 1.225 1395 1.154 1465 1.189 1.388
8 1.444 1403 1.353 1453 1.318 1.489 1.247 1.560 1.283 1.482
9 1.549 1.497 1447 1.546 1.411 1.582 1.340 1.653 1377 1.576
12 1.851 1.777 1.726 1.827 1.692 1.861 1.622 1.931 1.658 1.858
13 1916 1.870 1.819 1.922 1.786 1.954 1.718 2.023 1.752 1.953
14 1.978 1964 1911 2.016 1.880 2.047 1.813 2.114 1.845 2.048

Different types of prediction limits based on LME are evidently distinguishable
(Fig. 4). The width of Satterthwhite-type intervals is more than 1.5 times longer than
the width of the conventional intervals and the Kenward-Roger-type intervals are
almost 3 times longer. Comparison with GLM is not so unambiguous as in preceding
cases. The conventional prediction intervals are shorter than the prediction intervals
based on GLM, the opposite is true for the Kenward-Roger-type intervals.
Satterthwhite-type intervals and GLM prediction intervals are very similar here

(Table 7).
2
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Fig. 4. Comparison of three types of prediction limits based on LME

7 Discussion

Although the presented case study comes from microbiology, mixed effects model
may be appropriate in many other areas where data consist of a collection of
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independent sets, for example in predicting the wear of components in quality control
or for improving efficiency of estimators in small administrative areas in economical
surveys. By using information from other small data sets estimators obtained by
means of the mixed effects model are more efficient compared to those using only an
individual data set.

Procedures for the mixed effects model are implemented in major statistical
packages such as SPlus or SAS. In S Plus only approximate confidence intervals and
tests, i.e. methods using the conventional estimate of the covariance matrix, are used.
SAS offers all methods applied in the paper. Results of the case study confirmed that
asymptotic behaviour of all these methods is similar and adjustments are not needed
in samples containing a large number of items (or sets). Performing of these
techniques in smaller samples is questionable. For example the simulation study in [1]
shows that in dependence on relative size of variance components the bias of the
Kenward-Roger-type estimator may be quite large. This might explain relatively wide
prediction intervals in the second part of this case study.

Another question is in what situations in practice it is worth to use the linear mixed
effects model as opposed to a simpler procedure in GLM. LME is recommended for
files with unbalanced data. Although our results based on balanced data are more
likely in favour of the mixed effects model, the situation may differ when the
correlation structure is simpler.
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Abstract. Unemployment is one of the main economic indicators which show
us the economic situation in a country. Unemployment rate has intensively
increased since 1996 - mainly because of economic, demographic and social
aspects. The peak was reached at the end of 2003. Since 2004 the Czech
Republic has become a full member of the European Union, which means a
revival of the labour market in conjunction with the decrease in unemployment.
But in these days there is a financial crisis that is increasing joblessness. Thanks
to time series analysis, predicting values, especially based on the Box-Jenkins
methodology, and making sense of reasons of existing unemployment, we can
take measures to eliminate its negative aspects in the economy.

Key words. Unemployment rate, Box-Jenkins methodology

1 Introduction

Due to transformation from a centrally planned system to a market economy during
the 90s of 20th century, the Czech Republic started to face up the unemployment
again after more than 40 years. The socialist system provided the citizens of certainty
and stability of the job through strong regulation of labour-law provisions by which
the system ensured the full employment. However, that full employment was
characterized by a high overemployment which was associated with a low
productivity of workers and inefficient management. The work was created artificially
(e.g. finished goods in factories were remelted) and the central regulation of wages
kept them at a very low level. That caused a technical and technological gap.

Early 90°s of the 20th century, the transformation of political, economic and social
reforms began to ensure an effective functioning of the market economy and opening
of the labour market. This process, however, meant the “revival” of the
unemployment. Structural changes (decline), especially in areas of heavy industry
(mining, heavy engineering), significantly affected districts in which the economic
interconnection to the sector was particularly strong. The structure of employment,
sector classification of the region and demographic factors together with the low
mobility of workers, generous social benefits and high tax burden on labour caused
the unemployment rate exceeded 10 % in 2003. The accession of the Czech Republic


mailto:vera.jerabkova@vse.cz

190 Véra Jetabkova

into the European Union in 2004 meant not only the revitalization of the economy, the
inflow of new investment and the creation of new jobs, but also the adoption of
national action plans of the employment. The new Act No. 435/2004 Coll., About
Employment, made more strict the rules for the unemployment benefit and the length
of time maintenance, and focused more on the active employment policy, the main
aim of which it is to ensure the balance of the labour market and facilitate the access
of the unemployed into the labour market. Due to these factors, the unemployment
rate recorded a decline. However, in the second half of 2008 a financial crisis erupted
in the U.S.A. which subsequently spread to Europe. The economic downturn, which
affected particularly the export business and engineering (metallurgy, metal
production, machinery production), has resulted in significant staff redundancies and
reduced the cost of staff (reducing overtime, the rewards and benefits, the collection
of forced leave, change of working time), which caused a re-growth in the
unemployment rate.

Monitoring of the development in unemployment rate is a highly current social
phenomenon because of it being considered a sign of economic health. By analyzing
time series we can identify some regularity in its behaviour that will enable us to
predict future developments. Due to this we can take measures which will lead to the
reduction of negative consequences of the unemployment.

2 Obijective and methodology

By analyzing the development of the unemployment in terms of its time and spatial
distribution, structure and sector, which contribute at the most to the labour market,
together with the detection of a period and estimated future projections we can take
such measures in the economic and social fields that will lead to a reduction or at least
a stabilisation of unemployment.

The modeling of seasonal time series is based on Box-Jenkins methodology and
was conducted for the period between January 2000 and March 2008 (the period
before the financial crisis) and for the period between January 2000 and March 2009,
due to the impact of financial crisis on the unemployment. Software Give Win 2.30,
esp. PCGive and X12ARIMA modules, was used for total analysis of 15 time series
of the unemployment rate (14 regions and the Czech Republic). The quality of
estimated models have been verified on the basis of diagnostic tests and under its
short verification, i.e. comparing estimates with actual values for the period from
April to June 2008 and from April to June 2009. Due to this we will explore if
SARIMA models based on the Box-Jenkins methodology are suitable in term of
sudden changes in economy.

3 Results

Labour market is affected not only by the economic conditions and social policy of
the state, but also by the demographic structure, education, skills and health of the
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population. In the analysis of the unemployment in the Czech Republic we should
consider specific characteristics of each region and its economic potential. Higher
regional differentiation in the unemployment rate was showed particularly in the
second half of the 90s, when in the context of the restructuring a significant downturn
of traditional industries (heavy industry, mining, steel...) took place. Some areas faced
dramatic increase in the unemployment rate, while others reached a low level (e.g.,
October 1997 Most 10.6 %, Prague 0.82 %, Czech Republic 4.8 %).

3.1 Regional differences

Long-term lowest rate is in Hlavni mésto Praha region where the value does not
exceed 5%. The regions, where the unemployment rate is below the state average, in
addition to Hlavni mésto Praha are Jihocesky, Stiedocesky, Plzensky and
Kralovéhradecky. About the average range the Liberecky, Vysocina, Karlovarsky,
Pardubicky, Zlinsky and Jihomoravsky regions. The highest rate of unemployment is
in Ustecky region together with Moravskoslezsky and Olomoucky. High
unemployment rates are caused by restructuring (decline) in the field of heavy
industry and metallurgy in Ustecky and Moravskoslezsky regions.

From the labour market’s viewpoint the most involved is the tertiary sector in
almost all regions (except VysoCina, Liberecky and Zlinsky regions in which
secondary sector is prevailing). In terms of future developments it is assumed that a
dramatic decrease of workers in the primary sector will no longer occur. On the other
hand, the secondary sector will intensify pressure to reduce costs, optimize production
processes, increase productivity and reduce jobs. This may cause the rise of
unemployment in Vysoc€ina, Liberecky and Zlinsky regions.

In terms of sector of employed in national economy the most jobs are involved in
the manufacturing sector, which contributes nearly 30% to the total employment in
the Czech Republic. It has also the highest share in all regions, except Hlavni mésto
Praha. Agricultural sector records the continuous decline in employment (especially
Vysocina) as well as extraction of mineral resources. The financial crisis is affecting
particularly the export business and engineering.

Regional characteristics of education and age structure of the unemployed in 2008
are in Table 1. It is obvious that the highest proportion of unemployed by education is
almost the same in all regions. People with secondary education without “A”levels
contribute to the total unemployment at intervals 41-51 %. On the other hand the age
structure is different in regions. The unemployed in the age interval of 55-59 years
contribute by 16-18 % to the total employment only in Hlavni mésto Praha and
Kralovéhradecky regions. The most part of the unemployed in the youngest age
interval of 20-24 years are in Vysocina and Zlinsky regions (17 % of the total
unemployment). They can be low qualification people and graduates who do not have
the necessary professional knowledge and practical skills, work habits, or are not
willing to perform certain jobs, contribute to the unemployed at the most. Continuous
decline of the unemployed is noted in the age interval of 15-19 years for reason of the
extending possibilities of the education.
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Table 1. The regional characteristics - the highest proportion of the unemployed by
education and age in 2008

Education Age
Region Portion of the total T Portion of the total Age
unemployment (%) ype unemployment (%) | interval
Hlavni mésto Praha 35 secondary 16 55-59
Stiedocesky 43 secondary without "A"levels 16 30-34
JihoCesky 47 secondary without "A"levels 16 35-39
Plzenisky 41 secondary without "A"levels 18 30-34
Karlovarsky 46 primary 16 30-34
Ustecky 47 primary 16 45-49
Liberecky 41 secondary without "A"levels 20 30-34
Kralovéhradecky 43 secondary without "A"levels 18 55-59
Pardubicky 38 secondary without "A"levels 18 50-54
Vysocina 47 secondary without "A"levels 17 20-24
Jihomoravsky 43 secondary without "A"levels 17 30-34
Olomoucky 41 secondary without "A"levels 15 35-39
Zlinsky 51 secondary without "A"levels 17 20-24
Moravskoslezsky 42 secondary without "A"levels 14 30-34

3.2 SARIMA models

For the prediction of the development in the unemployment rate in the Czech
Republic and its regions estimates of the SARIMA models have been used - for the
period of January 2000 to March 2008 (the period before the financial crisis).
Subsequently the SARIMA models were estimated for the period of January 2000 to
March 2009. Due to this we can compare the predictions and find out if estimated
models based on Box-Jenkins methodology are suitable for the unemployment
forecasting in case of sudden changes in economy, especially at the time of financial
crisis, or not.

The estimated models are represented by both seasonal and non-seasonal moving
average processes and autoregressive processes. From the viewpoint of difference for
most regions, except Hlavni mésto Praha, non-seasonal differences are included in the
models. The resulting estimated models are shown in Table 2. While SARIMA
models on the bases of the first period are estimated with no problems, the sudden
changes in the development of the unemployment make more difficult to find a
suitable SARIMA model for the second period. All mentioned SARIMA models in
Table 2 meet the criteria of diagnostic tests, i.e. homoscedasticity and non-
autocorrelation of the nonsystematic component, but no normality.
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Table 2. Estimated SARIMA models for regions and the Czech Republic

Region SARIMA model — period January SARIMA model — period
2000 - March 2008 January 2000 - March 2009

Prague SARIMA(1,0,0)(0,1,1)12 SARIMA(2,0,0)(1,1,0)12
Stiedocesky SARIMA(1,1,0)(1,0,1)12 SARIMA(0,1,1)(1,0,0)12
JihoCesky SARIMA(1,1,0)(1,0,1)12 SARIMA(0,2,1)(1,0,0)12
Plzefisky SARIMA(0,1,1)(2,0,0)12 SARIMA(1,1,1)(2,0,0)12
Karlovarsky SARIMA(0,1,2)(2,0,0)12 SARIMA(0,2,1)(1,0,1)12
Ustecky SARIMA(1,1,0)(2,0,0)12 SARIMA(2,1,0)(1,0,1)12
Liberecky SARIMA(1,1,1)(1,0,1)12 SARIMA(1,1,1)(1,0,0)12
Kralovéhradecky SARIMA(1,1,0)(2,0,0)12 SARIMA(1,1,0)(1,0,0)12
Pardubicky SARIMA(0,1,1)(2,0,0)12 SARIMA(0,2,1)(1,0,0)12
Vysocina SARIMA(1,1,0)(2,0,0)12 SARIMA(0,2,0)(1,0,0)12
Jihomoravsky SARIMA(1,1,1)(1,0,1)12 SARIMA(1,1,0)(1,0,0)12
Olomoucky SARIMA(0,1,2)(1,0,0)12 SARIMA(0,2,1)(1,0,0)12
Zlinsky SARIMA(1,1,1)(1,0,0)12 SARIMA(1,1,0)(1,0,0)12
Moravskoslezsky SARIMA(1,1,0)(1,0,0)12 SARIMA(1,2,0)(2,0,1)12
Czech republic SARIMA(1,1,0)(1,0,0)12 SARIMA(1,2,0)(1,0,1)12
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For verification of the estimated SARIMA models, the predictions of the
unemployment rate in regions were compared with their actual values for the period
from April to June 2008, and thereafter for the period from April to June 2009. The
resulting values of the actual unemployment rate and forecasts (including interval
forecasts at 5% level of significance) are given in Annex 1. It can be noted that the
SARIMA models relating to the period before the financial crisis appear to be good.
The predictions are completely consistent with the actual values or ranges of 95%
confidence interval.

However, we obtain other results for the SARIMA models relatively to the period
between January 2000 and March 2009. In the case of JihocCesky, Pardubicky,
Vyso¢ina and Olomoucky regions, the estimated SARIMA models are not suitable at
all. They seem to be useful only in the Stfedoesky, Ustecky, Liberecky,
Kralovéhradecky and Jihomoravsky regions. But the follow-up comparing of
forecasts and actual values in July 2009 shows us that the above mentioned SARIMA
models are suitable only in Stiedo¢esky, Ustecky and Kralovéhradecky regions. So
we find out that SARIMA models based on Box-Jenkins methodology are not suitable
for unemployment forecasting in case of sudden changes in economy, especially at
the time of financial crisis.

For illustration the table 3 shows the expected values of the unemployment rate in
December 2009 based on the Box-Jenkins methodology (both periods). While the
forecast of the unemployment rate is 3,6 % for the Czech Republic in December 2009
based on the first period, the “newer” forecast is almost triple (9,7 %). In all regions
the estimated rates relating to the second period are almost double (except Plzensky a
Kralovéhradecky regions, where forecasts are triple). But as mentioned above the
second estimated SARIMA models are not useful. So that the “newer” forecasts are
not correct.
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Table 3. Forecasts of unemployment rates (%) for December 2009 on the basis of
SARIMA models

Region XII.09 (period | XII.09 (period

1.2000-111.2008) |1.2000-I11.2009)
Hlavni mésto Praha 1,7 3,1
Stiedocéesky 3,3 6,1
Jihocesky 3,7 -
Plzensky 3 7,8
Karlovarsky 5,2 11,5
Ustecky 6,7 13,4
Liberecky 5,8 11,5
Kralovéhradecky 3 8,1
Pardubicky 3.9 -
Vysoc€ina 4 -
Jihomoravsky 5,5 9,5
Olomoucky 4,4 -
Zlinsky 4,3 9,7
Moravskoslezsky 5,8 13,1
Czech Republic 3,6 9,7

4 Conclusion

Although unemployment is a natural phenomenon in a market economy, its high
degree causes economic and social problems. People are not only excluded from the
main stream of society, but also suffer from psychological problems and are at risk of
poverty. But in particular, they are lagging behind their qualifications. From an
economic perspective, state costs are rising due to the preservation, social peace
(income support, social benefits...) and expenditures on active employment policy,
especially in time of financial crisis, when many companies reduce the production and
dismiss their employees.

By analyzing the development of the unemployment rate in terms of its time and
spatial distribution, structure of the joblessness and sectors, which have the majority
on the labour market together with an estimate of future predictions by using
SARIMA models for the period before the financial crisis, we saw that rising
unemployment threatened Liberecky, Zlinsky and Vysocina regions.

Almost in all regions (except Hlavni mésto Praha, Karlovarsky and Ustecky
regions), persons with secondary education without ,,A“ levels participated at the
most in the level of unemployment in 2008. But the age structure of the unemployed
was different among regions.

While the estimated SARIMA models for the period of January 2000 to March
2008 seemed to be suitable for all regions, the estimated SARIMA models for the
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period of January 2000 to March 2009 were not so good. In terms of that second
estimates, the unemployment rate will reach the 10% limit in the December 2009 in
Karlovarsky, Ustecky, Liberecky and Moravskoslezsky regions. The forecast for the
unemployment rate in the Czech Republic at the end of the year 2009 will be also
about 10%. Nevertheless we found out that SARIMA models based on the Box-
Jenkins methodology are not suitable for unemployment forecasting in case of sudden
changes in economy, especially at the time of financial crisis. Due to this we can not
take measures which will lead to the reduction of negative consequences of the
unemployment only on the basis of SARIMA forecasts. If the financial crisis did not
appear, the unemployment rate would be probably estimated to be 3.6 % in the Czech
Republic. The way how to make suitable SARIMA models which would incorporate
the financial crisis and work for forecasts as well should be a theme of other paper.
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Appendix 1: Actual values and forecasts of the unemployment rate
in the period 1V.-V1.2008 and 1V.-V1.2009

Region Period Actual Forecast Lower Upper Region Period Actual Forecast Lower Upper
value forecast | forecast value forecast | forecast
V.08 2,0 2,0 1,9 2,2 V.08 4,6 45 4,2 4.8
V.08 2,0 2,0 1,7 2,2 V.08 45 41 3,6 4,6
P V1.08 2,0 1,9 1,6 2,2 L V1.08 4,5 4,0 3,3 4,7
Hlavni mésto Praha .00 27 26 74 28 Pardubicky V.00 78 30 77 o
V.09 2,8 2,5 2,2 2,9 V.09 77 8,5 7.9 9.1
V1.09 3,0 2,5 2,1 2,9 VI.09 78 9,1 82 10,0
1V.08 3,7 3,6 34 39 1V.08 48 46 43 48
V.08 3,6 3,4 31 3,8 V.08 4,6 4,2 3,7 4,7
Stredotesky V1.08 3,6 3,4 2,9 3,9 Vysotina V1.08 4,6 4,1 3,4 4,7
V.09 5,6 5,6 53 59 V.09 8,5 8,9 8,6 9,3
V.09 5,6 55 5,0 6,0 V.09 8,5 9,5 8,7 10,3
VI.09 57 55 4,9 6,2 VI.09 8,6 10,4 9,0 11,7
1V.08 38 37 34 39 1V.08 6,0 58 55 6,1
V.08 3,6 3,3 2,9 3,7 V.08 57 54 5,0 59
Jihodesky V1.08 3,5 3,2 2,6 3,8 Jhomoravsky V1.08 57 53 4,7 59
V.09 6,5 6,8 6,5 71 V.09 8,6 8,6 8,2 9,1
V.09 64 71 6,6 77 V.09 8,6 8,6 7.9 9,3
VI.09 6,4 7,7 6,8 8,5 VI.09 8,7 8,6 7,6 9,6
1V.08 39 38 36 41 1V.08 6,0 58 55 6,1
V.08 3,7 3,6 3,2 4,0 V.08 5,6 53 4,8 59
Plzefisky V1.08 3,7 3,5 3,1 4,1 Olomoucky V1.08 5,6 5,1 4,4 58
V.09 6,7 6,8 6,5 71 V.09 10,0 10,4 10,0 10,7
V.09 6,8 71 6,6 7,5 V.09 10,1 11,1 10,3 11,8
VI.09 6,9 7,5 6,8 8,2 VI.09 10,2 12,0 10,9 13,1
1V.08 6,6 65 6.1 6.8 1V.08 53 51 48 55
V.08 6,4 6,1 55 6,6 V.08 51 4,8 4,2 53
Karlovarsky V1.08 6,3 59 5,2 6,7 Zlinsky VI.08 5,0 4,6 3,9 5,6
V.09 10,1 9,7 94 10,1 V.09 8,8 8,6 8,2 9,0
V.09 10,1 10,0 94 10,5 V.09 8,9 8,7 8,0 94
VI.09 10,2 10,4 9,6 11,1 VI.09 9,2 8,8 7,8 9,8
V.08 9,8 9,6 9,5 10,4 V.08 8,3 83 7.9 8,8
V.08 9,5 9,5 8,8 10,2 V.08 8,1 8,0 73 8,7
Ustecky V1.08 9,3 9,4 8,5 10,3 Moravskoslezsky VI.08 8,0 78 6,9 8,7
V.09 12,4 12,1 11,8 12,5 V.09 11,1 114 11,0 11,7
V.09 12,4 12,2 11,6 12,8 V.09 11,3 11,8 11,1 12,5
VI.09 12,4 12,4 11,6 13,3 VI.09 11,5 12,7 11,5 13,8
V.08 58 55 53 58 V.08 52 52 4.9 56
V.08 5,6 53 49 57 V.08 5,0 50 45 55
. . V1.08 5,6 53 4,7 58 . V1.08 5,0 4,9 4,2 55
Liberecky VoS | 101 [ 10. o7 |04 ] Ceeoh Republc 758 79 5.0 77 83
V.09 10,2 10,3 9,6 11,0 V.09 79 84 7,8 8,9
VI.09 10,4 10,5 9,5 11,6 VI.09 8,0 9,0 8,1 9,8
V.08 4,0 39 37 42
V.08 3,8 3,6 3,2 41
A . V1.08 3,8 35 2,9 41
Kralovéhradecky V.00 58 58 55 77
V.09 6,7 6,9 6,3 75
V1.09 6,8 71 6,2 79
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Abstract. In May 2004 the four Visegrad Group countries, the Czech Republic,
Slovakia, Poland and Hungary, entered (among others) the European Union and
they have become a part of the single internal market with four freedoms such
as free movement of goods, services, capital and people. Difficulty in
monitoring of migration processes is one of the most important problems
connected with research on this phenomenon in various countries. The
definition of migrant is not the same in selected countries. This article came
into being within the framework of the long-term research project 2D06026,
"Reproduction of Human Capital”, financed by the Ministry of Education,
Youth and Sport within the framework of National Research Program II.

1 Introduction

Based on the United Nations estimation, migrants make up 3 % of the world
population (about 175 million people). The number of immigrants has raised
significantly in the First World countries since 1970. More then 14 million people
will move there during next years, according to the World Bank forecast. This will
lead to increase of 1.8 % in national income in these countries and simultaneously a
0.4 % rise in countries which are main source of immigrants [3].

In May 2004 the four Visegrad Group countries, the Czech Republic, Slovakia,
Poland and Hungary, entered (among others) the European Union and they have
become a part of the single internal market with four freedoms such as free movement
of goods, services, capital and people. The movement of people between the new and
old EU Member States has been a very important topic of many research studies as
well as it has become a hot political issue and remained with partial restrictions of a
free movement of workers until today.

However, there are also other international migration topics which, according to our
opinion, deserve our interest. The aim of this paper is to evaluate the international
migration and mobility of the EU citizens - from the old Member States as well as
from the new Member States in four selected countries. These flows have not been
restricted since the enlargement and we can evaluate whether this moment has had
any effect on the immigration flows.

Difficulty in monitoring of migration processes is one of the most important problems
connected with research on this phenomenon in various countries. The definition of
migrant is not the same in selected countries [2], [5], [6], [7], [8].
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Table 1. Natural increase of population per 1 000 population

Country 1980 1990 1995 2000 2005 2006 2007 2008
Czech Rep. 18 01 -21 -1.8 -06 0.1 1.0 1.4
Hungary 03 -19 32 37 -38 -31 -35 -3l
Poland 97 41 12 03 -01 0.1 0.3 0.9
Slovakia 89 438 16 05 02 0.1 0.1 0.8

Source: www.eurostat.eu

Table 2. Net migration per 1 000 population

Country 1980 1990 1995 2000 2004 2005 2006 2007 2008

Czech Rep. -40 -57 10 06 1.8 35 34 &1 67

Hungary 60 18 1.7 16 18 17 19 20 17
Poland -07 -03 -05 -10.7 -02 -03 -09 -05 -04
Slovakia 23 -04 05 41 05 06 17 13 13

Source: www.eurostat.eu

Table 3. Stocks of foreign population in selected countries (thousands)

2001 2002 2003 2004 2005 2006 2007

Czech Rep. 210.8 231.6 2404 2543 2783 321.0 392.0
0
70 of total 2.0 23 2.4 2.5 2.7 3.1 3.8
population
Hungary 116.4 115.9 130.1 142.2
0,
70 of total 1.1 1.1 13 1.4
population
Poland 49.2
% of total
. 0.1
population
Slovak Rep. 29.4 29.5 29.2 22.3 25.0
% of total
0.5 0.5 0.5 04 0.5

population

Source: www.eurostat.eu

Table 4. Foreigners — employees (%)

Country of destination—  Czech. Rep. Slovakia Hungary Poland

Country of origin | (2005) (2005)  (2004) (2001)
Czech Republic X 42.5 <0.7 <1.2
Slovakia 55.7 X 6.6 <12
Hungary <03 <2 X <l1.2
Poland 6.7 2.1 0.7 X
Total (selected countries) < 62.7 <46.6 <8.0 <3.6

Source: www.eurostat.eu


http://www.eurostat.eu/
http://www.eurostat.eu/
http://www.eurostat.eu/

Migration in Central Europe 199

2 Empirical observations

Most of the international migration in the Visegrad Group countries is related to their
historical and geographical ties (table 1, 2). Thus the role of migrants from the EU 15
in the total immigration flows is relatively small. Anyway, the number of EU 15
citizens has been gradually rising with the deeper economic relations of Visegrad
Group countries with the European Union during the 90s. This migration shows
predominantly economic motivation. The citizens of old EU Member States usually
work in highly skilled positions as managers, professionals or entrepreneurs. These
migration flows are related to the trade and investment flows from the source
countries. For example, the regional distribution of EU 15 citizens is highly correlated
with the foreign direct investment location within the regions in the Czech Republic
[1].

The second part is devoted to the migration and mobility from the new Member States
to the Visegrad Group countries and is mainly focused on the bilateral migration
flows of the selected four countries. We have found out that despite their geographical
proximity and former economic integration within CEFTA, the four Visegrad
countries are not significantly interconnected with international migration flows
except the relation between the Czech and Slovak Republic. Although there are
insufficient data and difference in migration definitions we have found out that the
migration from the Slovak to the Czech Republic is the strongest bilateral migration
flow (approximately 97 thousand of workers in 2007), followed by number of Poles
in the Czech Republic (almost 21 thousand workers in 2007) and the Czechs in the
Slovakia (2 thousand workers in 2006). The rest of the bilateral flows are rather small.
For the comparison of the form and depth of regional integration we used the relative
share of number of foreigners from the rest three Visegrad countries in the total
number of foreigners (measured as foreign workers) for every single Visegrad country
and we also counted the share of imports and exports with the three Visegrad
countries in total imports and exports for every single Visegrad country. We have
found out that the Czech and Slovak Republics are also significantly interconnected
with labour migration. There is also relation between Slovakia and Hungary with
regard to labour force. The migration relations between the Czech and Slovak
republics are stronger than the trade flows although both countries are relatively more
integrated in the regional trade than Hungary and Poland. For the latter countries it is
typical that if they are integrated in regional economy they are more likely trade than
migration flows. Poland is an important labour exporter but these workers are mainly
active in the old EU member states. The strong Czech and Slovak regional
participation can be explained mainly by their strong bilateral economic ties.

In this part we look at available data as seen by the end user. We investigate
immigration and emigration data by organising them in a way that allows us to
compare data reported by sending and receiving countries and to evaluate
international comparability of data provided by individual countries. We analyse two
types of information: the double entry matrix containing the flows between selected
country and time series of flows between selected pairs of countries.

In order to illustrate the problems with data on international migration flows we have
constructed a double entry matrix for the year 2003 and for the year 2005 (tables 5
and 6). Unfortunately latest data are not available. The idea of double entry migration
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matrix is to present the data on immigration, reported by the receiving countries, and
those on emigration, reported by the sending countries, in one table. The cells in
tables 5 and 6 representing migration from country A to country B contain two
entries: the upper one includes immigration (I) form country A reported by country B
and the lower one includes emigration (E) to country B reported by country A. For a
better understanding the data in a double entry matrix we have calculate I/E ratio and
I — E differences, where I and E are the flows reported by the receiving and by the
sending country. The figures reported by the receiving country are often several times
higher than those reported by the sending country. Large I/E ratio (tables 7 and 8]
have been observed for flows from Slovakia to Czech Republic (I/E = 54 in 2003, 14
in 2005) and from Poland to Czech Republic (I/E = 36 in 2003, 25 in 2005).

The general believe is that immigration data are better than those concerning
emigration. The flow from Slovakia to the Czech Republic in 2003 was according to
Czech Republic 24 385 people; the value reported by Slovakia was only 448. The
flow from Czech Republic to Slovakia was 18 262 according the Czech data source
and 650 according to Slovakia data source. So, both countries had a positive net
migration. The flow from Slovakia to the Czech Republic in 2005 was according to
Slovakia 734 people; the value reported by Czech Republic was 10 133. The flow
from Slovakia to the Czech Republic was 1 144 according the Czech data source and
1 950 according to Slovakia data source. So, both countries had a positive net
migration.

Identifying and counting expatriates is not without difficulties and different methods
may produce different estimates. There are three main types of estimates, each of
them with it advantages and shortcomings: emigration survey in origin countries and
compilation of statistics from receiving countries and population census.

Other interesting observations can be made by looking at the figures presenting the
evolution of the flows between pairs of countries over time reported by each of both
countries. Such graphs are very helpful when trying to understand international
migration trends and prepare a forecast (Figure la-f). Dates for Hungary are not
available.

Table 2. Migration flows between selected countries according to receiving (I) and sending (E)
countries in 2003.

Receiving country
Czech Rep.  Hungary Poland  Slovak Rep.

Sending country

.. 46 650
Czech Rep. E _ 35 1 040 18 262
I 58 - 20 25
Hungary E _
I 1653 - 36
Poland E 46 6 - 10
I 24 385 19 -
Slovak Rep. E 448 18 10 _

Source: prepared on data from Eurostat
... data not available
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Table 3. Migration flows between selected countries according to receiving (I) and sending (E)
countries in 2005.

Receiving country

Sending country  Czech Rep. Hungary  Poland  Slovak Rep.
I - e 60 1144

Coech Rep. - 4 138 1935
I 28 - 21 248

Hungary

E .. -

I 1246 e - 311

Poland 1 49 13 - 5

I 10 133 31 -

Slovak Rep. E 734 73 6 3

Source: prepared on data from Eurostat

... data not available

Table 4. Ratios of flows reported by the receiving and sending countries (I/E) in 2003

Sending Receiving country
country Czech Rep. Hungary  Poland Slovak Rep.
Czech Rep. — 0.04 0.04
Hungary . - .
Poland 35.93 - 3.60
Slovak Rep. 54.43 1.90 —

... data not available

Table 5. Ratios of flows reported by the receiving and sending countries (I/E) in 2005

Sending Receiving country
country Czech Rep.  Hungary Poland  Slovak Rep.
Czech Rep. - 0.43 0.59
Hungary . - .
Poland 25.43 - 62.50
Slovak Rep. 13.80 5.17 —

... data not available

Table 6. Person born in selected countries and residing in another country

Country of Country of residence
origin Czech Rep.  Hungary Poland Slovak Rep.
Czech Rep. — 2 494 6200 75 585
Hungary 6 200 - 1344 17293
Poland 24707 2 685 - 3473
Slovak Rep. 285372 37439 1514 -

Source: The latest population census around 2000
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The direct comparison of flows between Poland and Slovakia reported by the sending
and receiving countries reveals important feature of the statistics based on the concept
of permanent place of residence, namely the underestimation of emigration flows. The
data reported by the receiving country are higher both for flows from Poland to
Slovakia and from Slovakia to Poland.

A very low level of both immigration and emigration is reported by Slovakia and
Poland during the whole period for which the data are available and it does not allow
the identification of the changes in the flow magnitude observed by the partner
country.

The flows among Czech Republic and Slovak Republic are the same until 1993, when
former Czechoslovakia was split to two separated countries. After the dissolution of
Czechoslovakia on 1 January 1993 the previously internal movements between the
territories of the Czech Republic and Slovakia became international migration flows.
In 2002 and 2003 flows from Slovakia and Poland are average 41 times higher than
those reported by the sending countries. As concerns the sudden jumps observed in
the Czech data, they might be explained by the changes in the definitions. In the
Czech Republic until 2000 the statistics covered permanent migration only, as
registered in the population register, similarly to Poland and Slovakia. Since 2001,
data from the aliens register were used as well: immigration statistics covered persons
who stayed over one year (the exact criteria varied over time) and emigration statistics
included data on permits that expired, in addition to self-reported departures for
permanent stay abroad.
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Fig. 1a. Migration between Poland and Slovak Republic

r — data according to the receiving countries
s — data according to the sending countries
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Fig. 2b. Migration between Slovak Republic and Poland

r — data according to the receiving countries
s — data according to the sending countries
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Fig. 3c. Migration between Poland and Czech Republic

r — data according to the receiving countries
s — data according to the sending countries
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Fig. 4d. Migration between Czech Republic and Poland

r — data according to the receiving countries
s — data according to the sending countries
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Fig. 5e. Migration between Slovak Republic and Czech Republic

r — data according to the receiving countries
s — data according to the sending countries
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Fig. 6f. Migration between Czech Republic and Slovak Republic

r — data according to the receiving countries
s — data according to the sending countries

Conclusion

Migration in the region will be seen as a consequence of “interplay” of three kinds of
imbalances in particular countries or between countries: demographic, economic and
political.

It can be expected that after the EU enlargement and the relaxation of migration rules
the number of other Visegrad countries’ citizens have grown especially in border
regions with differences in economic level and unemployment. This effect has
probably been stronger in the Czech and Slovak Republic which are more regionally
integrated than in Hungary and Poland where most of the migration flows come from
neighbouring countries which are not yet the EU members.

Achieving comparability of international migration statistics is a difficult task. The
legislation and administrative procedures concerning registration, which is the main
source of information on migration flows in the selected countries, will continue to
differ. It should be noted that the lack of comparability of statistics on international
migration flows is strictly linked with the lack of comparability of statistics on
population stocks, so both problems should be solved simultaneously.

And at the end some recommendations for end users of the data of international
migration:

- try to find out what is the real content of the data

- do not rely on one source

- do not draw conclusion without taking the definition into account.
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Abstract. The extreme value theory is the most appropriate approach to an inherently difficult
problem — predicting the possibility that an extreme event will occur. Broadly speaking, there
are two kinds of models for extreme values. The first group of models are ones for
a distribution of normalized maximum (minimum) of the sequence of independent identically
distributed random variables. The second, more modern group of models are the peak-over-
threshold (POT) models. These are models for all large observations which exceed a threshold.
This paper is concentrated on the first type of model. Here, the maximum river level is treated.

Keywords: extreme value distribution, Gumbel distribution, method of point estimation,
moment estimator, maximum likelihood estimator, quantile function.

1 Introduction

The extreme value theory (EVT) has been employed to a answer question relating to
the distribution of extremes (i.e. rare events which occur once in a long time period
but which may have catastrophic consequences, in other words, rare events are
observations with small probability of occurrence). This subject has a rich
mathematical theory and a long tradition of applications in a variety of areas
involving especially natural phenomena such as windthrow disasters, extreme
earthquakes, floods, rainfalls, air pollution etc. For example, EVT answers the
question — what height of a river will be exceeded with probability 0.01 in a given
year? — this quantity is often called the 100-year flood. 14th August 2002 is kept in
our minds as a day of disaster. The worst flood of last centuries spoiled vast area of
the Czech Republic including the capital, Prague.

During the last 30 years, many new techniques have been developed concerned
with exceedances over high thresholds, the dependence among extreme events in
various types of stochastic processes and multivariate extremes. Nowadays, methods
of EVT are also gained ground in economic sphere. The statistical analysis of
extremes becomes one of the essential tools for integrated risk management dealing
with problems related to finance and insurance. On the other hand, EVT is not a
panacea for risk managers and actuaries either. There are many theoretical issues that
are unresolved till now.



208 Kahounova Jana, Vojtéch Jan

As extreme value distributions are generally considered the three following
families, which are described by distribution function F(X) :

Type 1 — Gumbel distribution

F(X)=exp[—eﬂ} —0< X< m. (1)
Type 2 — Fréchet distribution
F(x)=0, X<a,
—k ]
_ 2
= exp _(X_aj , X2a. @
ﬁ -
Type 3 — Weibull distribution
a—x) |
F(x)=exp —( J , X<Za,
{ B ) | 3)
=1, X>a.

where a,3>0 and Kk >0 are parameters.
The three types may be combined into a single Generalized Extreme Value

distribution (GEV)
—1/&
X—a
F(x)= -1 —_— 4
() GXP{ {H{ 5 H } 4)

for 1+&(X—a)/f>0, where o €R is the location parameter, S >0 the scale
parameter and £ € R the shape parameter. The shape parameter £ governs the tail
behavior of the distribution. The sub-families defined by £ =0, £>0 and £<0
correspond respectively, to the Gumbel, Fréchet and Weibull families. In some fields
of application the GEV distribution is known as the Fisher-Tippett distribution. (For
Fisher-Tippett theorem see, e.g. Embrechts [1]). In this paper we will concentrate on
the Gumbel distribution of (normalized) sample maximum (1).

Suppose we have a sequence of independent identically distributed random
variables X, X,,...,X,,... whose common distribution function is F(X). Let
X =X, =max(X,,X,,...,X;), N1 denotes the sample maximum. Extreme value
distributions were obtained as limiting distributions of the greatest (or the least)
values in random samples of increasing size n — oo . For that purpose, it is necessary
to perform a linear transformation with coefficients which depend on the sample size.
This process is analogous to standardization as in central limit theorems.

The GEV distribution (4) is an extreme value distribution for sample maximum. A
GEV  distribution for sample minimum, ie. for order statistic

X =min(X,,X,,...,X;) can be obtained by substituting (-=X) for X in the
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distribution function (4) and this yields a separate family of distributions.

2 Gumbel distribution of sample maximum

In this section we will consider type 1 distributions. Corresponding to (1) the
probability density function is

f(X)—%e”exp[—eﬂ], —0 <X <00, &)

—o<g<ow and 0<f<ow.If a=0,f=1, or equivalently, the distribution of
random variable Y = (X —a)/f, we have the distribution (1) in the standard form
with distribution function

F(y)=exp(—e), (6)
respectively with probability density function
f(y)=exp(-y-¢”), —o<y<w ™

Since random variable

Z=exp{—xl;aj=eY (3

has obviously the exponential distribution with probability density function
f()=e*, 220 9

it follows that the moment-generating function of random variable Y , denoted by

m, (1), is
t(X—-a) X-a\!
mY(t)=E{e A :|=E (e 'Bj =E(th)=

(10)
=j0mz"e’zdz =T(1-1), t<l.
Clearly, considering random variable X = Y +« , we have
my (t) = E[ ¢/ |=e“m, (t8) =“T(1-tB), [t|B <1
an

and the cumulant-generating function is

K, (t) = Inm, (t) =t + In (1 -tB). (12)
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Then the first cumulant, i.e. mathematical expectation E(X)

CECO) =K ()= a+3mra-tp)| —a-pB 4
K () =EQ) =k @ =at g InDA-tf) |y =a=fp = a=fy )

The function w(X) is so called the digamma function. It is defined as the derivative of
the logarithm of the gamma function, i.e.

_d '
w(X) i InT'(X) T

Putting x =1, we have
y(H)=T"(1)=—7,
where y is the Euler-Mascheroni constant, y =0.57722. Thus
K(X)=a+ By =a+0.577220. (13)

In a similar manner we find the cumulant of the second order

k(%) = %lnm B, = -Aru ().

where y,(x) is the trigamma function. It is the second of the polygamma functions
and is defined by

2

V(0= Inr(0).
dx

If x=1, we have

_z
nn=".
Hence
r<2<><>:ﬁz6”2. (14)

The variance of X will be denoted by D(X) and we define D(X), if it exists, by
D(X) = E{[X —~E(X)I'}. (15)
We can compute D(X) by using the well-known relations

D(X) = E(X*)-E*(X), (16)
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E(X?) = 0, (X)+ [, )T (17)
Thus
E(x2>=ﬁT”+(a+ﬁy>2 (18)

and in accordance with (16)

D(X)= ﬁ;”z +(a+ Br) —(a+ fr) = 526”2 = k,(X) = 1.64493 %, (19)

In general the cumulant of r th order
K(X)=E=Ay (), rz2, (20)

where y, | (X) is called the polygamma function of order r —1 (is defined as the I' th

derivative of the logarithm of the gamma function).
The moments, respectively moment characteristics of the Gumbel distribution can
be computed directly by ,,classic” way. The N th raw moment is

E(X") =%Iix”ea; exp[—ea;}dx- 1)

Considering the substitution in (21)

u =exp(a_xj
B )

we have
E(X")= —I:(a—ﬁlnu)”e’”du = .[:(a—,b’lnu)”e’”du =
- kzn;)(m(—l)ka”"ﬂ"'[:(lnu)ke“du -
- g(mm)ka”ﬁklk,
(22)
where
I, = (—1)kj0°°(1nu)k edu= (D) (23)

(T™(u) is the k th derivative of the gamma function) are Euler-Mascheroni
integrals. If we set k =0,1,2, then
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l,=[edu=1,

I, =—J‘:lnu e'du=y,

2
© “u V4
1 :jo (Inu)’edu = > e

thus according to (22)
E(X)= a‘[:e’“du —ﬁj:lnu e'du=a+pfy,

E(X*)=a’[ e du—20p[ nu e du+ g’ (nuyedu=
2 27[2

- +2aﬂy+ﬁ2[72 +%j—(a+ﬁ}/)2 +E

and D(X) is (19).
Note that @ and [ are purely location and scale parameters, respectively. All

distributions (5) have the same shape.
The quantile function Q(P) of continuous random variable X is the inverse of
the distribution function, i.e.

Q(P)=F'(P), 0<P<I. (24)
If we consider the distribution function (1) then obviously
Q(P)=a-pIn(-InP). (25)

Values of this function for given 0 <P <1 are P th quantiles X, .

The probability that the random variable X takes a value greater than X is called
survival function S(X),

S(x)=P(X > x) = 1-F(X). (26)

In our case
S(x) = l—exp(—e_ﬁ]. 27)

Survival functions are most often used in reliability and related fields.

3 Point estimation of the quantile of the asymptotic distribution
of the maximum river level

We have yearly maximum values of level of Labe (maximum water state in cm) for
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last 69 years (period 1940-2008) at our disposal. The source of the data is Povodi
Labe, state enterprise. From sample data we computed the sample mean
X =596.5507 and the sample standard deviation S=152.5514. To estimate the
quantile of the distribution (5) first of all is necessary to estimate parameters o, of
this distribution.

The moment estimators of parameters will be denoted by the symbols a*, . We
solved simultaneously the two equations

X=a" +0.5772253",
(28)

s :%”2(ﬁ+)2' (29)

The solutions are found to be

J6

pr=—s, (30)
V4

at =7—0.57722£s. 31)
T

In our case

B =118.9438,
o' =527.8939.

According to [2] the Rao-Cramér lower bound of variances of unbiased statistics
for parameters o and S are given by 1.10874°n™" and 0.60793°n"" respectively. It
has been shown in [4] that D(a")~1.16788°n", D(S")~1.15°n"". Then the
moment estimator «* has about 95% efficiency while the moment estimator S* has
only 55% efficiency. The estimators a* and S* are both consistent.

The maximum likelihood method provides estimators with better properties.
Likelihood function of random sample is

J. (32)

Maximum likelihood estimators will be denoted by symbols &, ﬁ . They satisfy the

(Xi -a)
i=1

La,f)=BT"e * exp[—zn:e

I M=

%

-a
p

equations

n-Ye 7 =0, (33)
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Xi —-a

—nB+i(xi —a)l-e #)=o0. (34)

Equation (33) can be rewritten as

a= —ﬁln[lZeﬁ].
i=1
(35)
The relation (35), when used in equation (34), yields the following equation

f=x- (36)

The equation (36) has to be solved by using a numerical iterative procedure. We used
the Newton-Raphson method. The number of iterations required depends strongly on
the initial values chosen. Our initial value is the moment estimator S3* and we have
chosen stop rule | B, — B, [<10™? . The Newton-Raphson method converges quickly
and after 5 iterations we have

A

B=129.9253.

By substituting value ,B in (35) we obtain
& =525.6531.
The maximum likelihood estimator of the P th quantile is given by
%, =d—-fBIn(-InP), 0<P<I. (37)

If we now wish to estimate value which maximum level of Labe does not exceed with
high probability, for example P =0.99 , then according to (37)

%09 = 525.6531-129.9253In(~1n 0.99) =1123.329

According to (27) the estimate of probability that the maximum level of Labe exceeds
the third degree of flood activity i.e. value x =600 , will be

600~

S(600) = 1—exp[—e p ) =0.4312.
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Conclusion

The extreme value theory is important for assessing risk for highly unusual events,
such as 100-year floods. EVT has two significant results. First, the limiting
distributions for the maximum or the minimum of a very large collection of
independent identically distributed observations. It is shown that asymptotic
distribution of the series of maxima (minima) under certain conditions converges to
the Gumbel, Fréchet, or Weibull distributions.

The second significant result is the peak-over-threshold (POT) models. This more
modern approach has been developed largely in the insurance engineering, where the
insurance company is interested in modeling of the excess loss behavior once a high
threshold is reached. The POT models are generally considered to be the most useful
for practical applications.

This paper is concentrated on the Gumbel distribution, on its properties and
parameters estimators. Then we used this distribution as the model for the distribution
of the random variable — maximum level of Labe river.
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Abstract. The purpose of this paper is to analyze the influential factors on
enterprising of the Slovak University students. Reliable data was obtained by
means of a questionnaire. Questions were divided into three sections — the
desire to run a business, the education and support available for establishing a
business, and the background profile of the respondents. The preferences of the
respondents were tested and the findings were interpreted. The logistic
regression was used to identify the most significant factors. The self-
confidence, personal experience, and business achievements of close relatives
and friends were found to be the greatest factors influencing the probability of
the respondent becoming an entrepreneur.

Keywords: Slovak University students, economic activity, questionnaire,
enterprising, hypothesis testing, logistic regression.

1 Introduction

At the end of the 20th century Europe was significantly confronted with new trends,
possibilities and challenges of a globalizing world. An effort to follow the new world
trends with all their obstacles and challenges while keeping harmony with previous
development of EU economy in the worldwide context, compelled the highest
representatives of EU members to admit and agree to new strategic goals for the
Union. The main goal of the so called Lisbon Strategy of 2000 was supposed to be a
plan to change the European Union into the most competitive and dynamic
knowledge oriented economy of the world, while by the year 2010 one of its points of
realization has been the support of the business environment [1].

During the evaluation of the results of this strategy, conducted in the middle of the
first decade of this century, some deficits and reserves were found, mainly in “the loss
of business spirit” of Europeans. This economically and socially negative fact is
becoming more and more widespread amongst the youth. This is why business
education has become an object of interest and reformation.
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1.1 Opinions of the Business Environment in Slovakia

Enterprising and good business abilities are irreplaceable in running of any economy,
especially a market oriented one. Motivation plays an important role in the process of
stimulating and activating a business environment.

Business has always been the basic element of a national economy. That is why
economic theory has always paid great attention to its functionality. Knowledge that
came from the results of the executed business analysis influenced preparing and
using the tools of economical politics to stimulate the directions in economy.

The business environment in Slovakia, as in the other post communist countries,
has passed through dynamic development and various modifications, mainly in its
legislative and juridical settings during its transforming period. Nowadays the
problem of building the optimal business structure and the need for building small and
medium business is still current. From this point of view the establishment of business
by young people is as important as their ideas and opinions of enterprising and related
topics.

The problem of integrating young people, mainly University students, into the
business environment was the object of analysis of the research project VEGA
1/0795/08 “Potential of young people in the business environment in Slovakia and
wider European region and possibilities of its use”. The aim of the project was social-
economic analysis of the economical life, business support by the state, and
comparison of the influence of these factors with the other European countries,
mainly of the Vysegrad Four. The research organized under the terms of the
international scientific research project was followed by the project ,,Sensibilité a la
création d’enterprise“. A database of the questionnaire data is one of its outputs.
These were distributed in year 2007 and collected in Slovak Universities. The sample
contained the respondents’ answers — students of management and marketing in one
group and students of the technical and natural sciences in the other.

1.2 The Questionnaire Study

The questions in the survey questionnaire were thematically divided into three parts:
desire to run a business, the education and support for establishing a business, and the
background profile of respondents. The questions in the first section were oriented to
the importance of certain aspects in the professional life (for example job security, a
stable income, amount of work, etc.). This section also focused on the respondent’s
opinion on how entrepreneurship can benefit them, their ability to solve problems
while starting a business, their attitude and opinion regarding business decisions, the
intent of a respondent to be an entrepreneur or to become employed after completing
their education, their confidence in their abilities, and the attraction to the idea of
running a business. The respondent was asked to answer every question based on a
seven-level evaluation scale.

The second section of questions was given to verify the respondent’s opinion of the
support available in the form of a business course when planning to start a business
after completing their education.
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The third section of questions focused on the respondent’s profile, his parents and
the close acquaintances and their business activities.

The total number of questions was 299, with 73 questions in the first section, 13
questions in the second section, and 15 profile questions, that means that the database
contains over 20 000 results.

2 The Results of the Research

The statistical program SPSS was used for data analysis. The proportion of categories
was considered using frequency tables, their level was compared using the mean and
median and the Friedman test was used [1][2] for verification of the equality of
ordinal variables. The significance of differences between the pairs of categories was
evaluated using the Wilcoxon pair test [1][2]. The results were interpreted on a 10 %
significance level.

Description of the Sample. The respondents consisted of Slovak University students,
150 were studying economy while the remainder were studying applied and natural
sciences, that means they had a non-economic specialization of study. 35 % of the
respondents came from rural and 65 % from urban areas, while 53.2 % of the
respondents were female and 46.8 % male. Approximately a quarter of students
financed their education by themselves and 86.3 % have worked for a business.
Monitoring the business activity among close relatives and friends of the respondents
found that in a proportion of 35 % of students at least one of the respondent’s parents
has already started a business. Up to 81 % of the students know someone who has
started a business while 86.2 % of the respondents considered the business of their
parents or relatives to be successful.

Desire to Run a Business. The questionnaire began with a series of questions labeled
as ‘the desire to run a business.” In the first question, the respondent was asked to
rank the importance of a series of statements to her/his professional life. The question
consisted of 23 statements whose importance the respondents evaluated according to
their opinion. The Friedman test rejected the equality in evaluation of individual
statements. The Wilcox test concluded that the respondents placed the highest
importance in their professional life on having an enjoyable job. In second place, with
an almost identical value of importance, was having a job with: the opportunity for
career development; enough time for rest, family and friends; the opportunity to
realize one’s dreams; and good job security. On the other hand, the statements ranked
as least important were not having many responsibilities, having an easy and
uncomplicated job, and not having a lot of work.

The second question was focused on finding the respondents opinion on the benefits
of entrepreneurship. The question consisted of 23 statements that the students were
asked to evaluate as to the likelihood of their occurrence. The same steps as in the
first question were used to confirm the assumption of inequality in evaluation of
individual statements. The students selected multiple statements, which they
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considered as the most likely benefits of entrepreneurship, these are: the opportunity
to utilize their creativity, having responsibility, being their own boss, being a part of
the entire process, turning their dreams into a reality, being independent at work, and
having an enjoyable job.

In the third question the respondents were asked to evaluate their ability to
complete tasks necessary to start a business (they were offered 14 tasks). Again, the
equality of evaluations was rejected. The respondents indicated the most confidence
in their ability to sacrifice body and soul to the project, and secondly in their ability to
find qualified coworkers and to lead a team. In association to starting a business that
has potential, the lowest level of confidence was given to the following tasks: to
attract the business associates, to obtain financing from a bank, and to accumulate
funds from close acquaintance.

The next two questions focused on the business attitude in the respondents’
environments and the importance of its influence on the respondents. According to the
results of the survey, people who are important to the respondents and their friends
would provide the most support for a potential business. Family support was valued
as secondary, teachers placed completely differently from the previous assessments.
The opinions of important people in respondents’ surroundings would be most
significant for future entrepreneurs, followed by the opinions of family and friends.

Mean and median point evaluations of answers in the next questions demonstrated
that the intention to find employment is somewhat stronger than the intention to start
a business. The attractiveness of the idea of having a business is stronger than the
confidence in one's own skills to start it.

The key question of the survey was to compare the intention of respondents to be
an employer or an employee after completing their education. The proposed scale
contained 3 leveled choices regarding options for employment, one neutral choice,
and 3 choices regarding owning a business. 123 respondents chose one of the options
from the employment range, while the same number of respondents preferred one of
the business options. 53 of the respondents were undecided. The distribution of
answers is shown on the following graph.
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Fig. 1. The distribution of the answers of the respondents according to their intention
to run a business after graduation.

Education and assistance in establishing a business. This part of the survey
questionnaire includes questions dedicated to the respondents’ opinion on the
importance of assistance to potential entrepreneurs during the university education.
The proportion of those who find the business lectures during their university
education important was 82 %. Almost 90 % among them would opt for a lecture
based on experiences of founders of existing business enterprises; 87 % would prefer
lectures in that they would work on projects to establish a virtual business; 77 %
would like to listen to lectures about founding a business, or attend other forms of
education like workshops or internships in business enterprises. 61 % of all
respondents have not taken a part in any education related to founding a business.
Opinion of 64% of the respondents is that these lectures should not be mandatory.

3 Modeling of Probability to Run a Business

The crucial questions regarding the tendency to run a business by the University
students in Slovakia were focused on determination of strength of the intension,
attraction of the idea, and confidence in the personal ability. They lead to a natural
conclusive question: what is the probability that a student will start her/his own
business after the university graduation. Multiplicative factors influence the
individual decision to establish a business. Various factors impact the final decision
with a different intensity level. The main groups of factors that were identified are:
economical factors (size of market, tax and levy state policy, support to businesses,
etc.); educational factors (professional readiness, experiences and skills obtained
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during education); psychological factors (confidence in the individual ability, ability
to make decisions and to be in charge of a business, etc.); other factors as influence by
business experiences and skills by respondent’s environment.

Our intention was to create a model estimating the probability of running a
business by students that will graduate on Slovak universities that determines the
contribution of multiple significant factors. The statistical technique of logistic
regression was used for modeling the outcomes of the survey questionnaire [3]. The
implementation of the method modeling the probability requires a binary dependent
variable. It was necessary to transfer the scale of answers in 7 levels (from least to
most probable) to pair of values expressing the probability that a student will run a
business after her/his graduation. The independent variables were chosen mostly from
the second and the third parts of the questionnaire, so the variables regarding students
background profile, confidence to their own abilities for running a business and
students’ opinions on help from university in preparation for business activities. We
selected the method Enter. The classification ability of the model was 70.6%. The
result of the used method is seen in the Table 1. Only the most significant variables
are interpreted.

Table 1. Basic statistical characteristics on independent variables used in the model (outcome
SPSS)

Variables in the Equation

B S.E. Wald df Sig. Exp(B)
Siep  CAPACITE ,800 ,184 18,932 1 ,000 2,226
1 SEXE ,306 ,423 ,525 1 ,469 1,358
DOMAINE(1) -,225 ,430 ,273 1 601 ,799
MILIEU(1) ,639 414 2,384 1 ,123 1,895
CREA1 ,381 ,388 ,963 1 ,326 1,464
CREA2 1,083 ,715 2,292 1 ,130 2,953
CREA3 1,153 ,542 4,518 1 ,034 3,167
FORMNEC ,275 ,528 271 1 ,603 1,316
FORMDEJk ,104 ,385 ,072 1 ,788 1,109
FAMILLE2k -,094 ,154 374 1 541 ,910
AMIS2k -,198 171 1,336 1 ,248 ,820
PROFS2k ,115 ,130 772 1 ,380 1,121
GENS2k ,047 ,134 ,122 1 726 1,048
JOB1k ,859 ,580 2,193 1 ,139 2,361
JOB2k -,625 ,443 1,995 1 ,158 535
ASSO1k -, 794 ,420 3,563 1 ,059 ,452
Constant -5,188 2,162 5,758 1 ,016 ,006

a. Variable(s) entered on step 1: CAPACITE, SEXE, DOMAINE, MILIEU, CREAL, CREA2, CREA:
FORMNEC, FORMDEJk, FAMILLE2k, AMIS2k, PROFS2k, GENS2k, JOB1k, JOB2k, ASSO1k.

As seen from the outcomes, there are three major variables (the level of
significance is 10 %) influencing the probability that a student will run a business
after university graduation: confidence in personal abilities (the variable
CAPACITE), business achievements in close surroundings of the respondent
(CREA3), and a matter of fact that the respondent has already been a member of a
corporation or a business association (ASSO1k), thus her/his own experience. While
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interpreting the obtained results we can conclude that one-level increase in confidence
on 7-level scale means increasing the chance to run a business by 2.23 times.
Business experiences in close surroundings also increase the chance to run a business
by 3.17 times. Significant is also the personal experience of the student as a member
of a corporation or a business association. In regards to coding of the answers, it is
necessary to understand the result as decrease of the probability to run a business in
about a half, if the student has not had any experiences as a member of an association.
The following facts did not have any influence on the tendency to run a business:
taking a part in preparation to start a business; an opinion on importance of business
lectures; sex; urban or rural living areas; specialization in education; opinions of
relatives and environment; existing experience in working for a business; self-
financing during education. It is interesting that even the fact that parents, relatives, or
acquaintance have run a business in past did not influence the decision of students to
run a business in the future, while the fact that the past business was successful,
influenced the tendency significantly.

4 Conclusion

Slovak Republic implemented aims of the Lisbon strategy to Employment National
action plan for years 2004 - 2006 and National strategic reference frame for years
2007 — 2013 which should primarily direct to development of weak parts of economy
the Slovak Republic and to reduction of regional disparities. The weak parts of the
Slovak economy encompass inadequate competitiveness of the Slovak small and
medium enterprises and low share of innovating enterprises in industry, inflexible
labor market, insufficient connections between educational system and actual
requirements of the labor market and not least troubled situation regarding the interest
and participation of the Slovak enterprises on research and technological development
as well insufficient infrastructure of science and research and implementation of the
results in practice [4]. Achievement of such aims constitutes one of the presumptions
of building functioning business environment in the Slovak republic.

This article aimed to examine whether the young generation of university students
have ambitions to run business enterprise, to participate on creation and gradual
development of the business environment as well as to describe the factors capable to
support such tendencies. The survey questionnaire proved the young people want to
be employed and after finishing their studies expect interesting work wish possibility
of professional growth together with employment stability. Approximately 40% of
students is considering possibility of own business enterprise, whereas this group has
lowest self confidence in acquiring the necessary financing from bank, acquaintances,
family, etc., and to impress the shareholders. The students appreciate organizing of
the business lectures. Among the important factors for making a decision on running
own business belong also positive experiences of the closest surroundings and self
confidence. According to the findings is still very important question of quality
preparation of students for business activities and by that also the appeal to the Slovak
university education to organize such lectures as part of university studies. Distrust of
the students in the possibilities to obtain financial support is a call for economic
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policy to support small and medium enterprises by the state and for creation sufficient
guaranties for financing the starting entrepreneurs by the commercial banks. In the
final effect, the future business activities are motivated also by positive personal
experiences with running successful business in the close surroundings.

There is also emerging the need of resolving the macroeconomic problem of
enduring collectivistic mentality, enhancing state interventions and reduced individual
responsibility which are the causes of lost of the business spirit.

It is necessary the National Strategic Reference Frame contains specific and
effective measures to improve the situation primary in the fields which could enhance
the development of the business environment and by that improve the employment
situation in the Slovak republic.
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Abstract. We will deal with company financial proceeding using statistical
process control in this paper. Especially, we will use Shewhart’s control charts
operating with the constant mean and also control charts with non-constant
mean and finally process capability indices. We will need to define the center
line, UCL and LCL for the control chart construction. The regulated process is
not allowed to cross the UCL and LCL boundaries. We will use an Altman’s
model for this construction as the most popular index of company financial
stability (so called Z-score). We will demonstrate described situation on two
case studies. The first one will be focused on financial flow regulation for one
company. The second one will describe situation for six companies. Two
special types of control charts (CUSUM and EWMA) will be introduced
towards the end of this paper. These charts are sensitive on the mean shift. The
practical applications will be displayed on two case studies. We would like to
point out that the control charts can be used not only in manufactoring but also
in company financial proceeding.

Keywords: Altman’s Z- Score, Statistical Process Control, Shewhart’s control
charts, process capability indices, control chart EWMA, control chart CUSUM.

1 Introduction

Statistical financial flow proceeding means the cash flow management in company.
We can avoid possible loss by the cash flow monitoring. This loss can be caused by
nondelivery goods, bad financial investment, etc. We have chosen the Altman'’s
model for the financial analysis of the company. Financial analysis should be done
once a year. For our example, we will introduce monthly values for unknown
company (see Case Study No 1). In other example, we will describe situation in six
unknown companies using also monthly values (see Case Study No 2). The end of
this paper will be dedicated to the dynamic control charts together with the practical
examples (see Case Study No 3 and No 4).
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Models for Prediction of Possible Financial Problems of Company

These models are the possibility how to evaluate health of a company via one
simple number (index). These numbers try to include all the components of the
financial analysis (profitability, liquidity, indebtedness and capital structure). Each
component has its own weight. This weight is a picture of importance in the health of
a company. These weights for the index components are based on empirical research.
A lot of simple and multiple models use it for the prediction of finacial problems (for
example Beaver’s test, Edmister’s analysis, Altman’s test, Tamar’s risk index,
coefficient ZCR, Lis" index, Taffler’s index, Springate-Gordon’s index, Fulmer’s
index, Index IN 95, Index IN) in a form of numerical intervals. We describe a few of
the most used models in the following paragraphs of this paper [1], [2].

Altman’s Model

Altman’s Z-score was found in 1968 as a prognostic index of a company solvency.
The base is discriminant analysis of 60 companies being listed at the same time on
NYSE. The aim of the paper is to gain a tool for the bancrupt prediction (or more
precisely future problems with liquidity) [2].

2 Z-Score and indices

2.1 General Z-Score and Indices

The Altman’s Z-Score is based on the discriminant analysis principle. General
notation of discriminant function is (1) [6]:

Zzale+a2X2+a3X3+a4X4+a5X5+a6X6, (1)
where
a; are discriminant coefficients,i=1, 2, ..., 6;
X; are discriminant variables,i=1, 2, ..., 6.

Discriminant variables are the same for all listed Z-Score variations [6].

x; = working capital / total assets; 2)

X, = revenue after taxation+indivisible revenue (last years) / total assets; 3
x3 = EBIT / total assets; 4)

x4 = market value of shares / total debts; 5)

X5 = returns / total assets; (6)

x¢ = Undertakings after deadline / returns. @)
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2.2 Z-Score Model for Joint-stock Companies

Z-Score model for joint-stock companies is original Altman’s Z-Score model
which was built in 1968. Model was tested and built for US companies. But the basic
parameters for Czech companies differ significantly from american ones. Therefore
informative value of the model could be very low for Czech companies. We will use
term Z,-Score for Z-model for joint-stock companies [1].

The Z1-Score model is displayed by the formula (8) [6]:
Z; =1.2X; +1.4X; + 3.3X3 + 0.6X4 +1.0Xs5 + 0.0Xe. 8)
Index X6 is equal to zero, therefore we can replace the formula (8) by (9):
Z; =1.2X; +1.4X;5 + 3.3X5 + 0.6X; +1.0Xs. )

Classification Intervals:
According to the Z-Score model result, company can be classified into the one of
the following intervals:

Z1>2.99 — Safe Zone — company is financially strong
Z1 € <1.81;2.98> — Grey Zone — company has some small financial problems
Z1<1.80 — Distress Zone — company has serious financial problems

Healthy companies in good condition belong to the safe zone. Companies from the
distress zone face serious problems and possible bankruptcy. Companies in the grey
zone have some problems, but it is hard to tell if the situation gets better or not [3].

financiul sources
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Fig. 1. Altman’s Index for Joint-stock Companies in the Shewhart’s Concept [own processing]

2.3 Z-Score for the Czech Economy

The insolvency is very important in the Czech company economy. Therefore X
variable was added into Z-Score model. Disadvantage of this model is a small number
of bancrupted companies. Therefore does not exist satisfactory big sample on that this
model can be tested. Z-Score model modified for the Czech economy will be marked
as Z, CZ [6].



228 Martin Kovariik, Petr Klimek

The Z-Score is in the following form (10) [6]:
Zy ;= 12X, +1.4X;, 4+ 3.3X;5 + 0.6X, +1.0X5+ 1.0X. (10)

The classification intervals of model Z, Cz are the same as in the previous Z-Score
(Z1) in Chapter 2.2.

2.4 Z-Score Model for the Others ""Non-joint-stock' Companies

The questions about the use of Zi-Score model for non-joint-stock companies
appeared after its publishing in 1968. Modification of Z1-Score model was based on
some changes in X, index. All the coefficients changed and also classification criteria
had to be changed. This new model was published in 1983. We can call it Z2-Score

[6].
The Z2-Score is described by the formula (11) [6]:
Z,=0.717X; +0.847X; + 3.107X;5 + 0.420X, + 0.998X5+ 0.000X. (11)

The discriminant coefficient of index X6 is also equal to zero (see above). Model (11)
can be written as the formula (12):

Z,=0.717X; +0.847X; + 3.107X; + 0.420X4 + 0.998X. (12)

Classification Intervals:
Classification intervals for this model were modified:

Z2>2.90 — Safe zone
72 € <1.23;2.90> — Grey zone
72<1.23 — Distress zone

The grey zone in the Z, is wider than in the Z; model (see Chapter 2.2).

2.5 Z-Score Model for Nonproduction Companies and for Growing Markets

This model (published in 1995) does not include index X;. This index was omitted
so that the influence of the industries was minimized. This influence appears by the
sensitive variables as index Xs. All the coefficients of the variables from X, to X, were
changed. This model is also useful for the industrial company comparison with the
different kind of assets financing. This model is defined as the Z;-Score [6]:

Z5=06.56X; +3.26X, + 6.72X;5 + 1.05X,. (13)

Classification Intervals:
73>2.60 — Safe zone
Z3 € <1.10;2.60> — Grey zone
73<1.10 — Distress zone
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Fig. 2. Updated Model for Nonproduction, Trading and Beginning Companies in the
Shewhart’s Concept [own processing]

According to the Altman’s model experience, it is good enough for prediction.
Model successfully predicts bankruptcy two years before its appearance. More distant
future is not so statistically significant. More modified models are derived from this
Altman’s model. For example Springate-Gordon’s Model and Fulmer’s model (see
following Chapters 2.6 and 2.7).

2.6 Springate-Gordon’s Model

Model is based on principles of the integral Altman’s model. It was tested on data
from 40 companies. Originally, 19 proportional indices were tested. Discriminant
analysis chose only four of them. Springate-Gordon’s model is then defined by the
formula (14)' [6]:

S =1.03X; +3.07X; + 0.66X; + 0.4X4, (14)
where
X = net working capital / property; (15)
X, = EBIT / property; (16)
X; = EBT / short-term undertakings; (17)
X4 =returns / property. (18)

If the values of S index are smaller than 0.862 it is possible to expect some problems.
Company is classified then as "failed".

1 SANDS, E.G. - SPRINGATE, G.L.V. - TURGUT, V.: Predicting Business Failures, In. CGA
Magazine, May 1983, pages 24-27.
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2.7 Fulmer’s Model

This model is suitable for small companies. Originally, 40 indices were analysed
on data gained from the selected 40 companies. The half of them were successful, the
other half failed. Fulmer’s model is then defined by the formula (19)* [6]:

F = 5.528X, + 0.212X, + 0.073X; + 1.270X,; — 0.120X5 + 2.335X, +

+0.575X, + 1.083X + 0.894X, — 6.075, (19)
where

X, = indivisible revenues / property; (20)

X, = returns / property; (21)

X; =EBT/ capital; (22)

X4 = cash flow/ total debt’; (23)

X5 = total debt / property; (24)

X = shot-term undertakings / property; (25)

X; = property; (26)

Xg = net working capital / total undertakings; (27)

Xy = EBIT / cost interests. (28)

If the value of F in (19) is negative, company can expect some serious problems in
future.

3  Statistical process control — Shewhart’s control charts

Statistical process control is one possibility of effective use of statistical methods
for company financial flow management. We have to respect variability of financial
flow. If we use the same type of calculation we never get the same results — values
from the Altman’s model. Control charts consist of the center line (CL) placed in a
reference value and also the upper control limit (UCL) and the lower control limit
(LCL). These control limits are also called the action limits. UCL and LCL are
boundaries of random cause of process variability. They are a decision rule for the
process regulation. These lines CL, UCL and LCL are drawed in software tools for
the SPC (e.g. QC Expert). If the process is "in control”, between the UCL and LCL
lies 99.7 % values of the sample.

2 FULMER, J.G.Jr.- MOON,J.E. — GAVIN, T.A. — ERWIN, M.J.: A Bankruptcy Classification
Model For Small Firms. In: Journal of Commercial Bank Lending, July 1984, pages 25— 37
3 Total undertaking is considered as a total debt
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Engineering limits — they are usually given by the upper specification limit
(USL) and by the lower specification limit (LSL) according to the Altman’s model.
We can calculate in above mentioned examples: USL = 8 and LSL = 2.99. If the value
is lower than 2.99 the company has serious problems and if the value is higher than 8
company has financial surplus [3].

W. A. Shewhart is an author of the basic concepts of control charts. Control charts
are an graphical aid to separate identifiable causes from random causes of process
variability. Control chart construction has a mathematical and statistical basis. Classic
control charts belong to a group of control charts without memory because in an
actual value are not included the previous ones. Therefore this type of control charts is
suitable for identification of sporadic mistakes/deviations in the process (deviations
greater than 2+ from needed level).

How to Built a Shewhart’s Control Chart:

1. We choose a part of process we would like to analyse. We prepare data from
observed process.

2. According to the data from the Step 1, we calculate statistical model (represented
by the sample mean and the sample standard deviation). We test statistical
conditions for the Shewhart’s control chart use.
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Fig. 3. Shewhart’s Control Chart [QC Expert 2.5Cz]

3. Control chart is constructed on the basis of parameters from the Step 2 (sample
mean and sample standard deviation). Center line, upper, and lower control limits
are displayed on this chart.

4. Data from selected process are plotted in constructed chart. We focused on
"strange cases" which signalize unexpected change in process behaviour. A basic
"strange case" is the UCL or the LCL lines crossing.

5. "Strange cases" are registered and their cause is searched. If we find this cause we
look for precautions [5].

3.1 Control Chart for Individual Values

We use Shewhart’s control chart for individual values in cases when subgroups are
not defined. It is called x-individual. We calculate directly with the x-values instead
of the x-means. R-chart is used as a graph of process variability. The range between
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consequent values is used instead of the range in subgroup. This value is called
moving range (MR) and is calculated as MR; = |x; — x; 1|. Logically, the first value is
not defined. The next formulae (29), (30), and (31) are defined for the CL, UCL, and
LCL [4], [5]:

UCL:§+3$, (29)
CL=x, (30)
MR (31)

LCL=x-3——.
Statistical features of moving range are the same as for the subgroup range where n =
2. Coefficient d, is equal to value 1.128. The following formula (32) is valid for the
standard deviation calculation:

| ol

(32)

o
)

3.2 Control Charts (X, R)

This chart is suitable for small samples where sample volume is from 2 to 10. This
is given by the fact that the R (range) is not a good process variability estimate for
larger samples (if n > 10) [4], [5].

Control Chart for Sample Means (X)

Values of sample mean X i from sample with the constant number of observations
n are drawn into the control charts (X) . This mean is calculated as shown in formula
(33):

_ 1
Xj :—lej, (33)

where x;j; is i™ measured value of regulated quantity in a j™ sample.
If we set risk to o = 0,0027 and if we do not know the target values Ly and o, We

can determine the CL from (34):

CL=jy=X=1 3%, (34)
j=1
We can use the following equations to compute the UCL and the LCL:
UCL:§+%.£=UCL=§+A2.§ (35)

and
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Values A, and d, for n from 2 to 25 can be found in the regulation CSN ISO 8258
(Czech standard ISO) [4], [5].

Control Chart for Sample Range (R)
Values of sample range R; are used to construct a control chart R. If o = 0.0027

and if we do not know the target values 1, and 0, we can determine the CL from
the formula (36):

Zk: R, (36)

where K is number of samples used for ﬁcalculation (at least 20), R; is a sample
range in a ] sample. We need to determine standard deviation of sample range for the
UCL and the LCL. This standard deviation s is defined by (37):

R @37

where d; is a constant for &R estimate. Value of d; depends on the number of

observations n and it was derived for the regulated quantity from the normal
distribution. The formulae (38) and (39) are valid for the UCL and LCL:

UCL = CL+ Uy yoyee 6 = R+3.d, R = (14395 R, (38)
' » ’ dZ dZ

LCL = CL — Uy gog65-5 = R— 3.d3.d5 =(- 3('1"3 )R (39)
2 2

If we replace expressions in brakets in (38) by D, and in (39) by D; we get more
simple formulae (40) and (41) than previous ones (38) and (39):

UCL=D,R, (40)

LCL=D,R. (41)

where coefficients D4 and D; can be found in the regulation CSN ISO 8258 for n from
2 to 25 [4], [5].

3.3 Process Capability

Process capability indices can be divided into two groups: the indices that measure
the processes potential capabilities, and the ones that measure their actual capabilities.
The potential capability indices determine how capable a process is if certain
conditions are met — essentially, if the mean of the process'natural variability is
centered to the target of engineered specifications. The actual capability indices do
not require the process to be centered to be accured [4], [5].
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Process capability analysis assumes two basic conditions:

= process has to be statistically under control (we can see it from a control chart),
= data must be normally distributed (a use of histogram or/and tests of normality:
chi-square test, Kolmogoroff-Smirnoff test, Shapiro-Wilks test, etc.).

The most often used process capability indices are Cp and Cpk. They measure the
processes potential and actual capabilities permanently produce nondefective products
(in control limits). Nowadays, if the value of Cp > 1.33 or Cpk > 1.33 the process is
considered as potentially/actually capable [4], [5].

3.4 Process Capability Indices

a) Capability Index c;

Capability index c, is a measure of potential capability. A process is said to be
capable if the spread of the natural variations fits in the spread of specified limits. It
can be calculated only in cases when both limits are specified. The value of index c, is
a ratio of the maximally permissible and the real variability of quality values
regardless their placement in tolerance belt. Index c, is defined in the formula (42):

_UsL-LsL (42)

C
P 60

where O is a standard deviation, LSL is the lower specified limit and USL is the
upper specified limit. Real variability of quality characteristic is value equal to 6 &
(6sigma) which is the area where lies 99.73 % of all values in a case of normal
distribution of the variable. For example, value c¢,=1 indicates that the reached
probability of defective units is equal to 0.27 % (i.e. 2 700 parts per million). This
minimal value of cp will be reached only when the mean of observed quality feature
is in the centre of the tolerance belt [4], [5].

b) Capability Index cy«

If the process mean is not centered to the specified target, ¢, would not be very
informative because it would only tell which of the two ranges (process control limits
and engineered specified limits) is wider, but it would not be able to inform on
whether the process is generating defects or not. In that case, another capability index
is used to determine a process” ability to respond to customers requirements. The cy
measures how much of the production process really conforms to the engineered
specifications. The k in ¢y is called k-factor; it measures the level of deviation of the
process mean from the specified target. We use the formulae (43) or (44) to calculate
this index [4], [5].

C _USL-p (43)
pk ’
30
Cok = min(USL — X,X — LSL) (44)

6s
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where ¢/ is a population mean of observed quality. Value of index c, can be also
negative. It can happen when 4 crosses one of the control limits. Practically, it
means that the process gives more than 50 % defective products [4], [5].

4 Practical part

The aim of this part is to discover if it is possible to use control charts for financial
flow. We can found control chart limits by the aid of the Altman’s index to decide if
the company is in good financial condition. When the process stability is corrupted it
is necessary to look for cause why the index is low or high. Applications of statistical
process control methods can indicate changes in financial flow in time before they
become serious.

4.1 Case Study No 1 — Calculation of the SPC for One Company

We find out 20 values from two years from the balance sheet of certain company.
These values were put in Altman’s model formula. Calculated values of the CL, UCL,
and LCL are in the Table 2. Then, we construct a control chart for one company. We
use a special control chart for the individual values x;. The most common value was in
the range from 3 to 4. It means that company has no serious financial problems and
that it is quite healthy.

Table 1. Values for One Company

Rank Value Rank Value
1 3.578 11 4.28
2 3.953 12 3.577
3 4.288 13 3.855
4 4.191 14 3.605
5 3.129 15 3.7
6 3.039 16 3415
7 3.525 17 3.535
8 4.595 18 3.455
9 3915 19 3.21
10 3.757 20 3.355

Given tolerances are: LSL = 8 and USL = 2.99. Moving range is calculated from
two neighbouring values, so we find n =2 in special tables. For n = 2 are coefficients
d, =1.128, D, = 3.267, D3 = 0 and formula (32) is valid for the standard deviation
calculation — it is equal to 0.4177. Then we use the formulae (29), (30), and (31) for
the CL, UCL and finally LCL calculation of x-individual control chart. Similarly, we
use the formulae (36), (40), and (41) for CL, UCL, and finally LCL calculation of
control chart R (see Figure 5).
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Fig. 4. Test of Normality — Density Estimation (histogram) and Quantile Chart [QC Expert
2.5Cz]

We have to test data normality before we construct control charts. We use
histogram and quantile chart on Figure 4. We can compare ideal green curves with the
red ones calculated for our data. Red and green curves are very close if data are
normally distributed. We can see that in our example these curves are very close. This
exploratory data analysis proved normality of example data. Therefore we are allowed
to construct control charts.

" Control chart x-individual e " Control chart R
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Fig. 5. Control Charts x-individual and R
Table 2. Control Limits Calculations
x-individual R
CL =3.6978 CL =0.3724
UCL =4.6884 UCL =1.2168
LCL=2.7022 LCL=0
Table 3. Capability Indices Calculations
capability index cp Cp=1.999

stability of financial flow cy Cpk =0.5730

Calculated value of the cp index is 1.999. It means that our tested company was
doing well and that it is financially healthy. But the value of the cp is 0.5730. It
means that the financial flow is not under control. The x-individual control chart
shows declining tendency to the boundary of -2 . It could a warning before the
control limits crossing.
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4.2 Case Study No 2 — Calculation of the SPC for Six Companies

We gained example data from the balance sheets of six companies. Data were
observed monthly. We put data into the Altman’s model. Results can be found in the
Table 5. Given tollerances are: LSL = 8 and USL = 2.99. Formula (32) is valid for the
standard deviation. It is equal to 0.4177.

Table 4. Values for Six Companies

Rank Xy Xy X3 Xy Xs X
1 3.255 3.215 3.426 3.129 3.217 3.511
2 3.436 3.888 3.366 3.273 4.036 3.327
3 3.012 4.164 4.326 3.792 343 3.6
4 3.292 3.576 3.686 3.235 3.601 3673
5 3.155 4.347 3.081 4.221 3.262 3.769
6 3.705 4.214 3.427 3.466 3.424 3.188
7 3.33 3.407 3.334 3.126 3.541 3.527
8 3.235 4.742 3.766 3.759 3.433 3.383
9 3.201 3.993 343 391 3.633 3.396
10 3.98 3.836 3.58 3.394 2.453 3.204
11 4.118 3.519 3.495 3.945 3.243 3.191
12 3.486 4.482 3.336 3.644 3.573 3.741

We use the formulae (36), (40), and (41) for the center line (CL), UCL, and LCL
calculation of the control chart x-mean. Formulae (36), (40), and (41) are for the
center line (CL), UCL, and LCL calculation of the control chart R. We must test data
normality before the control charts construction (we use exploratory data
analysis again — see Figure 6).
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Fig. 6. Test of Normality — Q-Q Chart and Circle plot [QC Expert 2.5Cz]

Q-Q graph for normally distributed data without outliers is line shaped, for
normally distributed data with outliers is line shaped with ending points outside the
line. Circle plot serves for a visual evaluation of data normality based on skewness
and kurtosis. A green circle (ellipse) is an optimal shape for the normal distribution,
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black circle represents analysed data. Both circles are the same in a case of normal
distribution. This exploratory data analysis proved normally distributed data. We can
construct the control charts x-mean and R (see Figure 7).

Table 5. Control Limits Calculations

X-mean R
CL =3.5568 CL =0.9596
UCL =4.0277 UCL =1.9231
LCL = 3.0859 LCL=0
I‘P"‘Ti’]_ Diagram x-mean 2';_ Diagram R
I cTemmmeememmeem s UcL e ucL
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Fig. 7. Control Chart x-mean and R [QC Expert 2.5Cz]

Table 6. Capability Indices Calculations

capability index ¢, C,=6.007
stability of financial flow cp Co = 1.3592

The value of the c, index is equal to 6.007. It means that companies were doing
well in observed months and that they are financially healthy. The value of cy is
equal to 1.3592. It indicates that the financial flow in company is under control and
that there are no financial problems in the company. Variability of results among six
companies is between the control limits UCL and LCL (i.e. process variability does
not cross the control lines — see Figure 7).

5 Other types of control charts

5.1 Control Charts CUSUM

The CUSUM control charts are based on the cumulative sums. They were
introduced by Page in 1954. Their main advantage is a very quick detection of
relatively small shift in the process mean. This detection is significantly quicker than
by the Shewhart’s control charts. The sequential sums of deviations from p, are used
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for the CUSUM control chart construction. If L, is a target value for the population
mean and if X is a sample mean then the CUSUM control chart is constructed by
S, =X, — ) (45)

j=1

plotting of variables of the type. This process is called a random walk [5].

52 CUSUM - Chart for Individual Values and for Samples Means from
Normally Distributed Data

Values of x; are independent with the same normal distribution N(u,6%) with the
known population mean and with the known population standard deviation . We
assume logical subgroups with the same volume n.

Cumulative sum — CUSUM C, is defined for individual values (n = 1) as:
A) on abase of original scale:

Co = (% - 1) (46)

j=1

B) on a base of normal distribution where the mean = 0 and the standard
deviation = 1:
(X; —u) (47)
u,=-——"==
o

(43)

S, :Znui.
j=1

The CUSUM C,, is almost the same as CUSUM S, measured in the units of standard
deviation o. Equation for C,, can be written recurrently:

Co = 0, (49)
Cn = Cn—l + (Xn - “)7 (50)
and with the same principle for S,
So = 0, (D)
Sn = Sn—l + Un . (52)

Suppose that the original distribution of observed variable N(p,6%) changes into
N(u+8,06%) distribution for integer t (at certain moment). It means that the
population mean p will face a certain shift of 8. It also means that the shift starts at
point (m, Cy,)) and it grows linearly with the slope 8. But the population mean shift can
be more complicated. The CUSUM control chart can reflect all these changes [5].
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5.3 Case Study No 3 — A Use of the CUSUM Control Chart

e p=10,n=1,06=1,0

*  We would like to detect the shift .06 =1.0(1.0)=1.0 (d=1,0)
* A process mean which is out of control: p=10+1=11

« K=d2=1/2 a H=50=5 (recommended)

+ Equations for the statistics C;" and C;” are then:

€ =maq0, x, ~105+C7, | (53)
€ =maq0,105-x, +C7, |

CUSUM Chart for x

Upper CUSUM
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Fig. 8. The Control Chart CUSUM for Case Study No 3 [QC Expert 2.5Cz]

The CUSUM chart shows that the process is out of control (see Figure 8).
Following steps are to find the main cause(-s), accept precausion(-s) and to start a
new CUSUM again. If the process was adjusted it could be useful to estimate mean of
the process caused by the shift.

5.3 CUSUM for Sample Means X;

We have considered mainly the individual values until now. Now, we will consider
subgroups with m observations and we calculate the sample means from this

subgroups. We have to work with the sample mean standard deviation o, = 9 A

Im

shift of mean A will not be measured in the units of ¢ but in the units of o in this

case. We will substitute the individual values of x; with the sample means X j and the
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process standard deviation ¢ with the sample mean standard deviation 0; in above
mentioned formulae [4], [5].

New Process Mean Estimate
If there is a shift we can estimate a new process mean from the next formula:

- (54
pD+K+N—'_, pro C;=H
o= , :
W, —K+%, pro C; <-H

where N* and N~ is a number of selected points from a moment when Cn+ =0, letus

say, when C_ =0 [4], [5].

Comparsion of CUSUM and Shewhart’s Control Charts
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Fig. 9. Shewhart’s Control Chart [QC Expert 2.5Cz]
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Fig. 10. Control Chart CUSUM [QC Expert 2.5Cz]

This example shows practically sensitivity of the CUSUM control chart in
comparison with the Shewhart’s control chart for the sample means. The CUSUM
control chart detects process mean deviation towards the lower values (around the
subgroup 20 — see Figure 10) while the Shewhart’s control chart does not detect this
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deviation (see Figure 9). It does not detect a shift towards the upper values (around
the subgroup 56). It only detects a big shift around the subgroup 70 (see both Figures
9 and 10).

5.4 Dynamic Control Chart EWMA

Dynamic control charts EWMA (Exponentially Weighted Moving Average) are
used when the following conditions are fulfilled:

e are not independent, with possitive autocorrelation,
e mean is not constant, its changes are slow.

A sudden change in mean will only cause a control limits crossing. These dynamic
charts provide not only the information about "in control" process but also about the
process dynamic development. As we mentioned, we consider only data which are not
independent with positive autocorrelation. We will explain it now. If the measured
observations are influenced by the previous ones we can say that they are dependent.
A special case of this dependence is so called autocorrelation of 1% degree when this
dependence is linear. If there is a positive autocorrelation in data then the smaller
value follows after the smaller value and the higher value follows after the higher
value. Data have tendency to preserve their original values. Process is not stable in a
case of negative autocorrelation. If there is a negative autocorrelation in data then the
higher value follows after the smaller value and the smaller value follows after the
higher value.

Suppose that we measure values X;, X,, X3, . . for the variable X in the process. We

use so called one-step predictions ﬁk to construct the CL, UCL, and UCL for the
control chart. The predictions are determined from the following equation
X, =X, +Ae for k =1, 2, 3, ..., where the starting prediction value X, is equal to

the target value of 4/, . Parameter A (level of "forgetting") is calculated by trying

n
where the function Zef is minimal. Number n is equal to number of measured
k=1
values of regulated variable. It is recommended that n is greater than 50. If the error
values of one-step prediction of e, for the optimal value of parameter A are not
correlated and if they have a normal distribution then the center line CLy, control
limits UCLy and LCLy for the dynamic control chart EWMA are calculated from the
following formulae [4], [5]:

CL, =%, (5)

LCL, =%, ,~6.u (56)
1-
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LCL, =X, +6,u , (37)
)
1 & (98)
A2 2
o} =—§ e,
n-1i3 ‘

AD . .. . . .
where G, isa standard deviation of e, estimate, while e, values are determined for

the optimal value of parameter A [4], [5].

5.5 Case Study No 4 — a Use of Control Chart WMA
We have following financial data of a certain company (in millions of CZK). The
starting value of X is 5.00. Now, we construct a control chart for data from the Table

7.

Table 7. Entering Data for Control Chart EWMA

k Xk k Xk k Xk k Xk k Xk
1 5.01 11 4.85 21 4.80 31 4.77 41 4.65
2 5.11 12 4.99 22 4.84 32 4.60 42 4.67
3 5.04 13 5.05 23 4.78 33 4.51 43 4.50
4 5.12 14 5.38 24 4.82 34 4.58 44 4.50
5 4.94 15 4.97 25 4.88 35 4.67 45 4.44
6 5.01 16 4.84 26 4.78 36 4.51 46 4.44
7 5.11 17 4.77 27 4.80 37 4.57 47 4.53
8 5.18 18 4.78 28 4.81 38 4.56 48 4.53
9 5.04 19 4.82 29 4.88 39 4.57 49 4.57
10 5.18 20 4.78 30 4.75 40 4.60 50 4.34
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Fig. 11. Lineplot [QC Expert 2.5Cz]

It is evident from the Figure 11 that the values of the process are declining —
therefore there is not a constant process mean. Further, we find out if there is an
autocorrelation of the 1% degree in the process. We construct a correlation chart
between the x, and xy.; values fork=1, 2,3, ..., 49 (see Figure 12).
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Fig. 12. Correlation chart between the x, and xy.; values (scatterplot) [QC Expert 2.5Cz]

We can see from the Figure 12 now that the scatterplot is ellipse-shaped and that
the ellipse main axis forms an acute angle with the x-axis. We can conclude from this
exploratory data analysis that there is a significant first degree positive autocorrelation
between the variables x;, and x,.;. We calculate exact coefficient of autocorrelation
between the variables x, and xy+. It is equal to 0.850. Thus, the strong (statistically
significant) positive autocorrelation exists between the variables x, and Xy
Therefore we can construct the EWMA dynamic control chart. Further, we will

compute predicted values ﬁk for the empirically chosen values of the parameter A

from the interval <0;1>. A starting value was set to the number £, = 5.00. We

n
determine the value of function S(A) = Z e,f (the sum of error squares) for chosen
k=1

parameter A at the same time. The calculation of the parameter A = 0.48 is shown
in Table 8. This value was found as optimal. Function S(l) is evidently parabolic

with one extreme (minimum).

Table 8. Values of Function S(/i)

) S(4) 2 s(4)

04 0.663138 0.47 0.658893
0.5 0.659108 0.48 0.658852
0.6 0.665795 0.49 0.658926

The Table 8 shows computation of the optimal A parameter value. The values of
A can be found in the first and the third columns and the values of S(ﬂ) function in

the second and the fourth columns. The values of S(l) function for 0.4, 0.5, and 0.6
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are given in the first two columns of the Table 8. We can see that the function
minimum is between values 0.4 and 0.5. Therefore we try values of A equal to 0.47,

0.48 and 0.49. According to the previous computions, the function minimum S(ﬂ,) is

equal to 0.48. The final EWMA control chart is displayed on the Figure 13 where
lower and upper control limits are drawed with bold full black lines, center line is
drawed with line of dashes. Input values of quality feature are represented by the bold
dots.
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Fig. 13. Control Chart EWMA [QC Expert 2.5Cz]

We can conclude from the analysis of the Figure 13 that the process is under
control except of the 14™ value. Other values are between the control limits. The 14™
value crossing can be caused by the process nonstability or by the measurement
inaccuracy.

Summary

This paper dealt with company financial proceeding using statistical process
control. Statistical financial flow proceeding means the cash flow management in
company. One can avoid possible loss by the cash flow monitoring. We have chosen
the Altman’s model for the financial analysis of the company. Financial analysis
should be done once a year. We introduced monthly values for unknown company in
the Case Study No 1. Further Case Study No 2 described situation in six unknown
companies using also monthly values. The end of this paper was dedicated to
dynamic control charts together with the practical examples in the Case Studies No 3
and No 4. These charts are sensitive on the mean shift.
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Abstract. The aim of this paper is to discuss substantial problems connected to
the prediction of financial distress in the case of the Slovak companies. We
focus our attention on the application of fuzzy set theory in the classification
process. A fuzzy rule base emulating an expert decision-making process is used
to classify companies. The proposed approach is compared with the classical
one based on multivariate statistical methods, especially discriminant analysis
and logistic regression.

Keywords: fuzzy set theory, fuzzy rule base, financial distress

1 Introduction

The detection of company operating and financial difficulties using financial ratios
can be qualitative (managerial decision-making process) or quantitative (using for
example an appropriate multivariate statistical method).

The qualitative approach is context dependent, i.e. it can be different with respect
to each case (company) and the decision-maker (the analyst). It can use all possible
information related to the specific company and accordingly selected parameters.
Therefore the decision-making process often fits the selected company very well. But
it is rather difficult to generalize it to specific industry.

On the other hand the quantitative approach seems to be easy applicable in general.
We build our model once and we are able to make predictions for an arbitrary
company. For example the bankruptcy prediction of companies using quantitative
methods goes back to the end of sixties when E. I. Altman discussed in his papers the
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ability of linear discriminant analysis to provide an appropriate classification model.
Starting with 22 financial ratios he developed the following easy to understand so
called Altman discriminant function for American publicly traded firms:

Z =12X, +1.4X, +33X, +0.6X, +1.0X,, (1)

where X; means working capital/total assets, X, means retained earnings/total assets,
X; means earnings before interest and taxes/total assets, X, means market value of
equity/book value of total liabilities, Xs means sales/total assets. The general
performance of this original model was more than 94 %. Using logistic regression or
random forests it can be even better.

The problem is that the aforementioned model is applicable to American publicly
traded entities only and it should be revised in order to use it for other companies or
other countries. Moreover, the prediction ability of such model is not satisfactory for
the period longer than three years (see [1, 2]). It is evident that such model should be
revised almost every year. The model revision is completely impossible without data
of good quality. The main problem with data in Slovakia is the very low number of
companies identifiable as companies with financial difficulties. This fact affects
negatively the prediction ability of such model.

In our opinion the following question is very interesting. Is it possible to build an
easy applicable model which can be modified for a specific company without any data
about other companies? If the answer is yes, such model will combine the positive
properties of both approaches. In the presented paper we would like to give a partial
answer to the above mentioned question.

It seems to us that a general framework for such model can be provided by fuzzy
set theory. The model is constructed using the language and environment for
statistical computing and graphics R (http://www.r-project.org/).

The paper is organized as follows:

in Section 2 we present some preliminaries of the fuzzy set theory, especially the
basic terms, fuzzy inference and defuzzification, in Section 3 we briefly describe the
R package “sets” with implemented terms from the fuzzy set theory and in Section 4
we build a simple predictive model based on financial ratios and fuzzy rule base.

2 Preliminaries

First of all we will recall some basic definitions used in the rest of our paper.

2.1 Basic terms of the fuzzy set theory

The fuzzy set theory has been developed since 1965 (see [6]). The main term of this
theory is a fuzzy set. The fuzzy set is fully characterized by its membership function.

Definition 1 (e.g.[6])
Let U be a universal set. A membership function of a fuzzy set A on U is a mapping
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p,:U— [0,1] . We denote the class of all fuzzy sets on U by F(X).

It is also possible to extend the set operations (union, intersection, complement) to
fuzzy sets. These set operations are defined pointwise using triangular norms (t-
norms), triangular t-conorms and negators.

Definition 2 (e.g.[3])
A triangular norm T is a binary operation on the unit interval which is commutative,
associative, increasing in both arguments and has 1 as a neutral element.

Definition 3 (e.g.[3])
A triangular conorm S is a binary operation on the unit interval which is commutative,
associative increasing in both arguments and has 0 as a neutral element.

Definition 4 (e.g.[3])

A negator N is a unary operation on the unit interval satisfying the following
conditions:

1. N(1) =0, N(0) =1,

2. forall a,beR,if a<b then N(a)z N(b).

The most common negator is so called standard negator defined, for all u e [0,1] , as
follows: N(u)=1-u.

The set operations for fuzzy sets are then defined in the following way:

Definition 5 (e.g.[3])
Let T be at-norm, Sbe a t-conorm and N be anegator. Then the generalized

intersection M., union g and complement co, fuzzy sets are defined as follows:

forall ABeF(U) andforall ueU,
HMTB(U):T(MA(U)’MB (u))’
Maga (U) =S (14 (U)1ta (u)). @)

Heon(a) (u) =N (“A(u)) :

We mainly use the special fuzzy sets, called fuzzy numbers, in practice.
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Definition 6 (e.g.[3])
A fuzzy number is an arbitrary fuzzy set Ae F (R) for which it holds

1. u, is normal, i.e. there exits U € R such that uA(u) =1,

2. A = {u lueRand p, (u)= oc} is closed interval for each o € ]O,l] ,

3. supp(A) = sup {Au} is bounded subset of R.

There are two special classes of fuzzy numbers which are called triangular and
trapezoidal fuzzy numbers. Both are piecewise linear functions. Each triangular
(trapezoidal) number can be represented by a triple (quadruple) of real numbers.

2.2 Fuzzy inference

A fuzzy inference means the derivation of an output from the set of if-then rules, i.e.
from the fuzzy rule base, and it is based on generalized Modus Ponens.
The starting point of the generalized Modus Ponens is the following scheme:
Rule: IFXis ATHENYisB
Observation: Xis A"

Conclusion: YisB

The above mentioned scheme is called generalized Modus Ponens if the following
condition holds: IF A = A" THEN B = B (see e.g. [3]).

Let us assume that X belongs to F(U) and Y belongs to F (V). The (fuzzy) rule in
generalized Modus Ponens can be represented by a fuzzy relation FR,
FRe F(UxV), ie. fuzzy relation FR is a fuzzy subset of U xV . The output B"

related to an input A* we compute using compositional rule of inference as the
composition of the fuzzy relation FR and the input A (see e.g. [3]):

()= 5p(T (s (09). 1 () ®

where T is a continuous t-norm.
In general we have more fuzzy rules and they form so called fuzzy rule base. The
fuzzy rule base consisting of N if-then rules can be defined in the following way:

Definition 7 (e.g.[5])

Let ®@ be a mapping from the input space F(U) to the output space F(V). A fuzzy rule

base with n if — then rules, a single input and a single output has the following form:
Rule 1: IF X is A THEN Y is C, and

Rule n: IF X is A, THEN Y is C,
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where X € F(U) is a fuzzy input, Y € F(V) is the corresponding fuzzy output,
AeFU), i=12,..,n, are antecedents representing assumptions, domains of
applicability or typical fuzzy inputs, C, € F(V), i=1,2,...,n, are consequents.

A fuzzy rule base can be obtained for example by asking an expert. The output Y we
obtain by a composition of the fuzzy relation FR representing our fuzzy rule base with
the input X. We have many possibilities how to derive the fuzzy relation FR from our
rule base. We restrict ourselves to the Mamdani-Asilian approach due to its simplicity
and the fact that the obtained fuzzy relation is continuous.

In this case the fuzzy relation FR is defined as follows:

TR (u,v):mlax(min(uﬁ_ (u)m, (v))), 4)

where i=1,2,...,n, uelU,veV.
We obtain the output Y using the following formula:

)7 (V):mgx(suli}a(min(ﬂmi (u,v), 4y (u)))) (5)

We use the more general fuzzy rule (with Kk inputs and a single output) in our model.
It has the following form:
Rule 1: IF X;is A;; AND ... AND X, is A THEN Y is C; and

Rule n: IF X, is A;, AND ... AND X, is A, THEN Y is C,.
It is possible to show that the fuzzy rule base with multiple inputs and a single output
can be transformed to the aforementioned fuzzy rule base with a single input and a
single output (see [3, 5]).

2.3 Deffuzification

The output Y is not a fuzzy number in general. It means that it can not be directly
interpreted. Often we need to represent the resulting fuzzy set by a single real
number, i.e. defuzzify it, to find a useful interpretation. There exist many
defuzzification methods but we restrict ourselves to the most common method — the
center of gravity.

Definition 8 (e.g. [3])
Let A be a fuzzy set defined on an interval [a,b] , where a =b . Then the center of

gravity of a fuzzy set A is the number t defined as follows:



252 Pavol Kral', Vladimir Hiadlovsky

IyA(u)Jdu
t=2 (6)

IﬂA(U)dU

a

3 Fuzzy set theory in statistical environment R

Fuzzy set theory is covered by the R package “sets” (see [4]). This package offers a
selection of an appropriate “fuzzy logic”, i.e. the triple (t-norm, t-conorm, negator).
Available logics are “drastic”, “product”, “Lukasiewicz”, ‘“Fodor”, “Frank”,
“Hamacher” and “Zadeh logic”. The default is “Zadeh logic” using the minimum as a
t-norm, the maximum as a t-conorm and the standard negator. Zadeh logic is used in
the above mentioned Mamdani — Asilian approach. The package provides us also with
commands for definitions of fuzzy sets, fuzzy numbers, fuzzy variables, fuzzy rule
bases. A fuzzy rule base and fuzzy variables can be combined into fuzzy systems and
then a fuzzy inference can be performed. We can defuzzify the resulting output of the
inference using several methods. The package “sets” supports the well known center
of gravity method (called here “centroid”) and several other methods — “meanofmax”,
“smallestofmax”, “largestofmax”.

4 Prediction of Financial Distress of Slovak Companies using a
fuzzy rule base

We start the construction of our model with the selection of the most appropriate set
of financial ratios. The selected financial ratios should be common in practice in
Slovak economy and the number of them should not be too large. We decided to use
the following five financial ratios: DCF — Debt Cash Flow, ROE — Return on Equity,
DR — Debt Ratio, DRP — Debt Repayment Ratio, TIER — Times-Interest-Earned
Ratio.

For each financial ratio we define the new domain as a subset of its original
domain. The values outside the new domain are transformed to the lower or upper
limit of the new domain. The following table lists the obtained limits:

Table 1. New domain of the selected financial ratios.

Financial ratio | Lower limit | Upper limit

DCF 0 20
ROE -15 30
DR 30 95

DRP 30 100
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For each financial ratio we assume a linguistic scale, for simplicity “low”, “medium”
and “high”. To each value of the linguistic scale we assign a triangular fuzzy number
such that the set of all assigned fuzzy numbers forms a fuzzy partition of the domain

in the sense of Ruspini (i.e. Zi Ha (U) =1, for all U from the domain of the selected

financial ratio). For the financial ratio TIER it is illustrated in the following picture:
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Fig. 1. The fuzzy partition of the domain for the financial ratio TIER

For the computational simplicity we transform the domain of each linguistic scale
to the unit interval. In the next step we formulate a fuzzy rule base with multiple
inputs — financial ratios and a single output — probability of financial distress (PFD).
As in the case of financial ratios we assume a linguistic scale and a fuzzy partition for
probability of financial distress. For simplicity we restricted ourselves to the
following three rules simulating a possible expert decision:

IF DCF is low AND ROE is high AND DR is low AND DRP is low AND TIER is
high THEN PFD is low

IF DCF is medium AND ROE is medium AND DR is arbitrary AND DRP is

medium AND TIER is arbitrary THEN PFD is medium

IF DCF is high AND ROE is low AND DR is high AND DRP is high AND TIER
is low THEN PFD is high,

where ,u(X)zl, for each Xe[(),l], represents the value arbitrary. Such

representation assures that at least one rule is activated for the given set of inputs.

Using the equation (5) we can obtain the probability of financial distress as a fuzzy
set. To obtain an easy interpretable value we use the equation (6).

We have applied the above mentioned algorithm to ten bankruptcy companies
regardless of its size and industry using values of financial ratios one year prior to
bankruptcy. We obtained the following probabilities of financial distress:
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Table 2. The predicted probabilities of financial distress.

0.837 | 0.163 | 0.837 | 0.442 | 0.837
0.837] 0.5 ]0.163 | 0.163 | 0.837

The last step of our analysis is the interpretation of the predicted probabilities of
distress. We need to find an appropriate cut point for our classification. If we adopt
the basic classification rule from the logistic regression and discriminant analysis
assuming equal prior probabilities then the classification cut point is 0.5. If our
predicted probability is greater than 0.5, the company is assumed to be bankruptcy.
But as it was mentioned in the introduction such probability is very small in the case
of Slovak companies, e.g. for available data it is 0.02 approximately. So in our
opinion the cut point should be moved closer to 0. On the other hand our model
should simulate the human analyst decision-making process. Let us assume that the
predicted probability of financial distress is 0.2 for a company. Is this probability high
or low? Is this company in danger or not? It seems to be quite low, but with respect
to the prior probability it is very high. In our opinion we can solve this problem
putting the cut point in the middle between 0.5 and the prior probability 0.02. We
assume that the prior probability 0.02 can be underestimated so we prefer 0.3 as a new
cut point instead of 0.26. Assuming the new cut point, eight companies are classified
correct and three companies are misclassified. In our opinion such classification
results are satisfactory because of the extremely simplified fuzzy rule base and they
can be significantly improved with its further tuning.

Acknowledgments. This work was supported by grant VEGA 1/4634/07 and grant
KEGA 3/5214/07. The data set was provided by SCB — Slovak Credit Bureau, s. r. o.

5 Conclusion

In this paper we have discussed the possibility to apply the fuzzy set theory to the
prediction of financial distress of Slovak companies.

We have used a very simple fuzzy rule base to construct a simple classification
algorithm. We presented here the initial foundation of the proposed algorithm mainly.
Our approach is illustrated using the restricted number of financial ratios. For
computational tasks the statistical environment R (the R package “sets”) has been
used. The further tuning and careful verification of the proposed classification
algorithm are goals of our future research. Moreover, in our future work we intend to
study the limitations of its applicability and to compare its efficiency with other
classification methods.
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Abstract. The paper compares the impact of seasonality on tourism in Slovakia
and Czech Republic. Advantage is taken of the methods of econometric
analysis, particularly the single-equation linear model which, apart from
seasonal explanatory variables, also takes into account the factors reflecting the
domestic and partner country's economic development, as well as random
errors. Factors reflecting countries’ economic development include the
domestic harmonized price index, partner country's harmonized price index and
gross domestic product and the movement of the two countries’ currencies’
mutual exchange rate. Seasonality factors include air temperature, sunlight
duration, total precipitation and cloudiness.

Keywords: Tourism, Statistics, Seasonality, Econometrics

1 Introduction

The main aim of this article is to determine the existence of seasonal differences
between the capacity usage of accommodation establishments in Slovakia and Czech
Republic. We shall try to define and model the dependency of the number of
accommodated tourists on factors based on natural seasonality, i.e. air temperature,
sunlight duration, total precipitation and cloudiness. Econometric analysis has been
used to elaborate the model. Applying econometric analysis to tourism is a rarely used
method in Slovakia and there still exist only a small number of publications usable for
putting it into practice. Various analytical methods are used to study and analyze time
series and, in spite of being a tool for analyzing economic phenomena and time series
development, there has been a significant absence in its utilization so far. Due to the
largest portion of arriving tourists, and partially due to the length of the article, we
have limited our scope of partner countries to certain European states.

2 Methods and material

We assume that the number of visitors staying at an accommodation establishment
can be expressed by a linear relationship where the choice of explanatory variables is
based on the Sorensen seasonal demand model for tourism with a correlation
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coefficient. (Sorensen, 2004). This model defines the number of accommodated
visitors as a function of three variables, namely the prices in tourism, the weather
index and the unknown or unconsidered variables which can include social
influences, for example. The three variables are explained below.

The prices in tourism can be considered as a variable consisting of the exchange
rate (EXC) and the domestic and partner country's price levels. Our model uses the
harmonized index of consumer prices (HICP) to represent the domestic price level,
for Slovakia in the first and for Czech Republic in the second case. The foreign price
level is indicated by the partner country's harmonized index of consumer prices. The
domestic price level (HICPs/HICPc) expresses the costs of taking part in tourism
whereas the foreign price level (HICPx) indicates the living costs of the visiting
tourists.

Four indicators make the weather index, and these are the average quarterly air
temperature in degrees Celsius, (TEMP), the quarterly sunlight length (SUN), the
quarterly amount of precipitation in millimeters (RAIN) and the average quarterly
cloudiness in tenths of sky coverage (CLOUDS).

For our seasonality analysis of the accommodation establishments in Slovakia, we
have chosen the hydro-meteorological facility in Slia¢ to be our representative. We
have generalized our assumption, considering the weather development recorded in
this facility to reflect the overall average development in Slovakia.

Due to our inability to receive additional data from the contacted Czech hydro-
meteorological facility, we have only worked with the temperature and sunlight
variables for Czech Republic. Since we assume the presence of multicollinearity
between the sunlight and temperature variables and the cloudiness and precipitation
variables, we do not consider the absence of the latter two important. The necessary
data has been acquired from the Czech hydro-meteorological facility's website in the
form of monthly precipitation amounts and monthly local air temperatures.

The data on the capacity usage of the accommodation establishments has been
acquired from the European statistical office’s (Eurostat) databases, where we picked
the indicator referring to the number of nights spent by residents and non-residents at
the accommodation facilities. Our analysis shall only deal with the nights spent by
non-residents.

When choosing the partner countries, we have focused on certain European states.
For Slovakia, we picked Belgium, Czech Republic, Denmark, Germany, Greece,
Spain, France, Italy, Hungary, the Netherlands, Austria, Poland, Finland and Great
Britain. During the observation period, the proportion of the visitors from these
countries equaled to 74-87% of all foreign visitors. For Czech Republic, we chose
Belgium, Denmark, Germany, Spain, France, Italy, Hungary, the Netherlands,
Austria, Poland, Slovakia, Finland, Sweden, Great Britain and Norway. During the
observation period, the proportion of the visitors from these countries equaled to 65-
80% of all foreign visitors. In both cases we were choosing from the countries of the
European Union with the highest share of part taken in tourism.

The number of visitors is given as the average quarterly value of nights spent at
hotel type collective accommodation establishments and other collective
accommodation establishments. Considering the prescribed paper length, we have
conducted the analysis for both the hotel and other collective accommodation
establishments together. The number of visitors had originally been provided in
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monthly numbers; these had to be converted into quarterly figures, but only after we
refreshed them by calendar actualization.

After refreshing the data, we converted the sums accordingly to each quarter. The
same procedure has then been repeated for all partner countries, as well as for Czech
Republic with its partner states.

The originally conceived model has then been augmented by the GDP explanatory
variable, expressing the level of Gross Domestic Product in stable prices. This value
was obtained after using each partner country's harmonized index of consumer prices
to refresh the data on GDP in stable prices expressed in the domestic currency,
available in Eurostat’s statistical database.

Based on the mentioned model, our regression scheme for Slovakia can thus be
generally written as:

HN;, = By + BHICPs, + B,HICPx, + B;EXC, + B,TEMP, + BsSUN; + BsRAIN;
+ B,CLOUDS; + BsGDP; + & (1)

and similarly for Czech Republic as:

HN, = By + B;HICPc, + B,HICPx, + BsEXC, + B,TEMP, + BsRAIN, + BsGDP, + &, (2)

HN; the number of visitors from a partner country in time t

t individual observation for the quarters of the 2003-2007 time series
Bi j=0,1,2,...,.8 —regression coefficients

HICPs; domestic price level in time t (Slovakia)

HICPc; domestic price level in time t (Czech Republic)

HICPx, price level of a partner country in time t

EXC, domestic exchange rate in time t

TEMP, average quarterly air temperature in °C in time t

SUN; quarterly sunlight length in hours in time t

RAIN; quarterly amount of atmospheric precipitation in mm in time t
CLOUDS; average quarterly cloudiness in tenths of sky coverage in time t
GDP; gross domestic product in stable prices in time t

& random error in time t

We are observing the development during 2003-2007. Since we desired to avoid
the single short-term random deviations not necessarily caused by factors influencing
the movement of visiting tourists, we have preferred to use quarterly data instead of
monthly. On the other hand, this has significantly decreased the number of
observations which could bias our results due to alarge number of explanatory
variables put into our model. However, we assume the presence of multicollinearity
between the TEMP, SUN and the RAIN, CLOUDS variables. It is also possible to
expect a strong dependency between the domestic price level, the foreign price level
and the exchange rate, casually also the level of GDP.

For modeling, we have used the freeware called R - environment for statistical
computing and graphics, available at http://www.r-project.org and created in 1997 by
Robert Gentleman and Ross Thak from Auckland University's department of statistics.
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3 Application of the Chosen Methodology

For every country, virtually the same procedure has been applied, as will now be
demonstrated on the example of Great Britain as Slovakia's partner country. In this
case we observe the seasonal movement of English tourists visiting Slovakia. We
inserted the input data in the form of matrices containing the values of explanatory
variables for individual observations into the R program.

Next, a correlation matrix was created to discover whether there exists a high
correlation between variable couples. As mentioned before, we assume the presence
of dependency between the variables indicating climate and those indicating the

economic power of both countries.

Table 1 Correlation matrix of original model variables for Great Britain — 1 part

HN GBP HICPs HICPa Temp
HN 1,0000000 | -0,5622568 0,7075978 0,7066047 0,5890629
GBP -0,5622570 1,0000000 | -0,8652019 | -0,9407626 -0,0149550
HICPs 0,7075978 | -0,8652019 1,0000000 0,9445246 0,0458023
HICPa 0,7066047 | -0,9407626 0,9445246 1,0000000 0,1211035
Temp 0,5890629 | -0,0149551 0,0458023 0,1211034 1,0000000
Rain 0,3112578 0,0075632 0,1268704 0,0417216 0,4132420
Sun 0,5060081 0,0589820 | -0,0770047 0,0014284 0,8764605
Clouds -0,3313590 | -0,2044767 0,3014529 0,1760638 -0,7023700
GDP 0,5352939 | -0,9022993 0,9221770 0,9346081 -0,1134500

Table 2 Correlation matrix of original model variables for Great Britain — 2" part

Rain Sun Clouds GDP
HN 0,3112578 0,5060081 -0,3313590 0,5352939
GBP 0,0075632 0,0589820 -0,2044767 -0,9022993
HICPs 0,1268704 -0,0770047 0,3014529 0,9221770
HICPa 0,0417216 0,0014284 0,1760638 0,9346081
Temp 0,4132420 0,8764605 -0,7023698 -0,1134502
Rain 1,0000000 0,2482628 0,0172090 -0,0207734
Sun 0,2482628 1,0000000 -0,9060857 -0,2986675
Clouds 0,0172090 -0,9060857 1,0000000 0,4394199
GDP -0,0207730 -0,2986675 0,4394199 1,0000000

As anticipated, we may

observe high correlations between the exchange rate

development, the GDP level, the domestic price level, the English price level and also
between the average temperature, sunlight and cloudiness. We will try to utilize
differences to remove these dependencies. We calculate the differences of each two
near-by numbers in a time series.

AHN, = B;AHICPc, + B,AHICPx, + BsAEXC, + B,ATEMP, + BsARAIN, +

BsAGDP; + Ag, 3)

We shall therefore create a correlation matrix for the differences of explanatory
variables.
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Table 3 Correlation matrix of differentional model variables — 1* part

HN GBP HICPs HICPa Temp
HN 1,0000000 0,4832591 -0,1334102 -0,1048773 0,8142635
GBP 0,4832591 1,0000000 0,1118323 0,0070810 0,3160411
HICPs -0,1334102 0,1118323 1,0000000 -0,3761757 -0,2635210
HICPa -0,1048773 0,0070810 -0,3761757 1,0000000 0,3195454
Temp 0,8142635 0,3160411 -0,2635205 0,3195454 1,0000000
Rain 0,3370397 0,0417155 -0,0521187 0,0751316 0,4239713
Sun 0,8323034 0,2696395 -0,0188774 0,1922799 0,8943220
Clouds -0,8584919 -0,3592094 0,0818081 -0,0539982 -0,7548750
GDP -0,6847449 -0,0939763 -0,1547729 -0,0834421 -0,7001280
Table 4 Correlation matrix of differentional model variables — 2™ part
Rain Sun Clouds GDP
HN 0,3370397 0,8323034 -0,8584919 -0,6847449
GBP 0,0417155 0,2696395 -0,3592094 -0,0939763
HICPs -0,0521187 -0,0188774 0,0818081 -0,1547729
HICPa 0,0751316 0,1922799 -0,0539982 -0,0834421
Temp 0,4239713 0,8943220 -0,7548745 -0,7001279
Rain 1,0000000 0,2762470 -0,0560906 -0,3211382
Sun 0,2762470 1,0000000 -0,9180380 -0,8874821
Clouds -0,0560906 -0,9180380 1,0000000 0,7803756
GDP -0,3211382 -0,8874821 0,7803756 1,0000000

Although the differences helped us remove the high dependencies between the
GBP, HICPs and HICPa, the climatic explanatory variables still remain highly
correclated. We have therefore decided not to include cloudiness, sunlight and the
GDP in our model anymore.

Table 5 Correlation matrix of differentional model variables after adjustment

HN GBP HICPs HICPa Temp Rain
HN 1,000000 0,483259 | -0,133410 | -0,104877 0,814264 0,337040
GBP 0,483259 1,000000 0,111832 0,007081 0,316041 0,041715
HICPs -0,133410 0,111832 1,000000 | -0,376176 | -0,263521 | -0,052119
HICPa -0,104877 0,007081 | -0,376176 1,000000 0,319545 0,075132
Temp 0,814264 0,316041 | -0,263521 0,319545 1,000000 0,423971
Rain 0,337040 0,041715 | -0,052119 0,075132 0,423971 1,000000

Table 5 represents the final matrix of variables that we will use for our testing.
These are GBP, HICPs, HICPa, temperature and precipitation.

Since we are looking for linear relationship, we consider the high correlations
between the individual explanatory variables and the number of visitors a good signal,
without any need to change the model or to be highlighted by color in any of the
correlation matrices.

After removing the undesired variables, we obtain the model for calculating the
number of visitors in the accommodation establishments (HN;) as a function:

AHN, = Bo+ B;AHICPs, + B,AHICPa, + B;AGBP, + B,ATEMP, + BsARAIN, +Ag, (4)

the testing of which now follows. Individual variables have been specified above.
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We test them for statistical significance, removing two other variables after the test
(AHICPs; and ARAIN,) and obtaining the resulting model which looks:

AHN, = 7112,3 — 10015,7*AHICPa, + 1550,1*AGBP + 846,1*ATEMP,.  (5)

The testing showed the price level in Great Britain, the GBP exchange rate and the
temperature to be statistically significant. a rise in the English level of prices will be
reflected by a decrease in the number of English tourists visiting Slovakia. This fact
can be explained by rise in living costs, i.e. higher costs of participating in tourism.
On the other hand, apositive relationship between the temperature and the
participation of the English in Slovak tourism is demonstrated by an increased
number of visitors arriving in the period of higher temperatures. We also see the
impact of the exchange rate, whose rise brings more English. Such result had been
expected, because we quoted the exchange rate directly, i.e. in the amount of domestic
currency per one unit of foreign currency — with Slovakia as the domestic country.
This means that the increase in the exchange rate means depreciation of Slovak
crown, which brings about lower prices for foreigners and increased inflow of
tourists.

This model, however, needs to be tested for autocorrelation, heteroscedasticity,
normality of residues and correct specification of the model as a whole. Durbin-
Watson test is used to determine autocorrelation, Breusch-Pagan test for
heteroscedasticity, Jarque-Bera test is utilized to find out whether residues come from
normal distribution and the RESET-test is used to test the correct specification of the
model.

All the tests mentioned will be elaborated in the R-program interface and p-value
will be used to decide whether to accept or reject the alternative hypothesis in all
cases. (Gazda, 2009). In order to reject the alternative hypothesis, this value has to be
greater than 0=0,05. Therefore, if all tests end up with the p-value greater than 0,05,
this model can be considered correctly specified, without heteroscedasticity,
multicollinearity; we also assume that resisdues come from normal distribution.

In our case, the p-value for individual tests is evaluated as follows:

Table 6 Test results for heteroscedasticity, multicollinearity, normality of model
residues and model specification

Test P-value
DW-test 0,6346
BP-test 0,4155
JB-test 0,9930
RESET-test 0,0512

As apparent, the model has passed all demanded tests, but the resulting RESET-test
value is relatively low, so some fine-tuning of the model might be convenient.

The last statistics reported in our results is the determination index (Hatrak, 2007),
stating the percentage of values that can be explained by the conceived model. For
Great Britain, the index value is 0,8510465, which means that the model can explain
85,1 % of the real values.
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4 Results for Slovak republic

The procedure described in the previous text has been carried out separately for
each partner country. Tables 7,8 and 9 show the results for Slovakia and tables 10, 11
and 12 in the next chapter show the results for Czech Republic. They include B —
coefficients for individual explanatory variables with asterisks indicating whether the
given parameter is statistically significant, and to what extent. *** stand for
a parameter of 0,1% level of significance; ** for 1% level; * for 5% level; + for 10%

level of significance.

Table 7 Regression model parameters and test results for Slovakia — 1% part

Great Britain Belgium Czech Rep. Denmark Finland
Intercept 7112,3+ 5350,13%* 156677* 3772,037** -1460,78+
EUR 1550,1%** 2675,961* - 17027,42%* -
HICPs - -1059,81 -62405,9 -981,784 1512,26*
HICPx -10015,7%* -3883,49* - -2272,74 -
Temp 846,1%%*% | 360,044%** | 37406,09%** 183,7564* | 23581%%*
Rain - -13,311 -721,37 14,6568+ -
Sun - - - - -
Clouds - - - - -
GDP - -18,845%** -91,48%** -1,1236%* -
DW-test 0,6346 0,695 0,952 0,9665 0,8345
BP-test 0,4155 0,4428 0,6817 0,3119 0,705
JB-test 0,993 0,611 0,117 0,945 0,478
RESET-test 0,0512 0,9035 0,6586 0,8407 0,2305
R2 0,851047 0,941337 0,886175 0,885078 0,576438
Table 8 Regression model parameters and test results for Slovakia — 2™ part
Hungary Austria Spain Italy
Intercept 25320,00%* -139,74 3495,19%** 9721 4%**
EUR - - 1447,64+ -8030593**
HICPs - - -630,86 -2496,6*
HICPx -16190,00* - -2435,15%** -6841,2%**
Temp -774,40 575,76%%* 230%** 653,3%**
Rain - - - -
Sun - - - -
Clouds - - - -
GDP SRIELT - - -
DW-test 0,7838 0,9653 0,2254 0,7857
BP-test 0,1753 0,7455 0,3162 0,3811
JB-test 0,284 0,337 0,711 0,339
RESET-test 0,1267 0,1594 0,8918 0,515
R2 0,8830619 0,769304 0,8174574 0,84634
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The table makes it clear that the most statistically significant factor in all cases is
the temperature, with positive relationship between it and the number of visitors
present almost in all cases. Regarding Hungary, a negative relationship is manifested,
which can be explained by a stronger rise in temperature in Hungary than in Slovakia,
making the Hungarians prefer staying at home for their holiday to traveling to
Slovakia. Unlike other countries, however, temperature is not a statistically significant
factor for Hungary. The partner country's level of GDP is another statistically
significant factor, but not for all countries. The relationship between the rise in GP
and the number of visitors from that particular country is negative, though. For
Hungary, Spain, Italy, Great Britain and Belgium, the partner country's price level
(i.e. in one of the mentioned countries) is also a statistically significant variable with
negative relationship observed — if the price level in the partner country rises, it
causes adecrease in the number of people from that country participating in
Slovakia's tourism.

The Slovak price level proved to be a statistically insignificant factor, with
a logical observation of a negative relationship between its level and the number of
visitors in Slovak tourism — if the Slovak price level rises, it worsens the inflow of
tourists. The only opposite situation happens in the case of Finland, where an increase
in the Slovak price level attracts more Finnish tourists to Slovakia.

In the case of Great Britain, Belgium, Denmark, Spain and Italy, we also perceive
the impact of the exchange rate. An increase in the exchange rate causes a rise in the
number of tourist visitors coming from these countries, with Italy being the only
country with a negative characteristic of this relationship.

The results for five countries (the Netherlands, France, Greece, Germany, Poland)
speak of an incorrect model specification, in the case of Greece, the residues do not
come from normal distribution. Table 9 shows these results.

Table 9 Wrong regression model parameters and test results for Slovakia

Netherlands France Greece Germany Poland
Intercept 6590,842%* 5150,6+ 88,91 -5733 83285,86%*
EUR - - - - 138740,8*
HICPs -3572,38* - - -
HICPx - -9790,3* - - -95065,1**
Temp 664,071%** 843 7¥** 33,35% 5360%** -
Rain - - - - -
Sun - - - - -
Clouds - - - - -
GDP 664,071 *** - - - -179,6%**
DW-test 0,5565 0,716 0,936 1 0,3699
BP-test 0,2514 0,1016 0,9726 0,06792 0,1724
JB-test 0,736 0,51 2,20E-16 0,255 0,432
RESET-test 0,0253 0,01213 0,393 0,000201 0,001152
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5 Results for Czech republic

The same analysis has been carried out for Czech Republic, with results shown in
tables 10 and 11 and the results for incorrectly specified models contained in table 12.

Table 10 Regression model parameters and test results for Czech republic — 1¥ part

Great Belgium Denmark Finland France Holland
Britain
Intercept 114254 3501,81* 7674,587 -1098,7 -13089,4 47081,58%*
EUR - - - -4308,5 - -60249,8*
HICPc 10889,1 - 16246,78+ - - -
HICPx -52292,6* - -37508,3** - 30898,9* -63849,3+
Temp 5346,3*** | 1906,78*** | 6313,919%** | 1777*** | 7565,6%** | 6512,22**
Rain - - - - - -
GDP 389,5%* -63,95%** -3,678+ - - -676,1%**
DW-test 0,1644 0,636 0,7916 0,7459 0,795 0,8782
BP-test 0,8392 0,2102 0,3571 0,7154 0,07973 0,05223
JB-test 0,621 0,332 0,841 0,219 0,696 0,529
RESET- 0,1544 0,1813 0,06759 0,5724 0,7517 0,4977
test
R2 0,635198 0,963216 0,961808 0,858952 | 0,939534 0,962648

Table 11 Regression model parameters and test results for Czech republic — 2™ part

Hungary Norway Poland Spain Italy
Intercept 902,30 -2720,6 19001,81 58868** 3907
EUR - - 129979,8** - -
HICPc - 4256,8 39871,78* - 45603*
HICPx - 5641%* -62461,3** -65201 *** -45743**
Temp 1663,00%** 2458, 3*** 2828,97** 12569%*** 6161%**
Rain - - - - -
GDP 0,06 - -62,87%* - -
DW-test 0,86 0,3778 0,4349 0,4102 0,9007
BP-test 0,20 0,8102 0,05059 0,2747 0,2665
JB-test 0,42 0,336 0,836 0,58 0,27
RESET-test 0,99 0,8062 0,9873 0,1543 0,4952
R2 0,635198 0,963216 0,961808 0,858952 0,939534

The seasonality analysis in Czech Republic’'s accommodation establishments
delivers us to results similar to those in Slovakia. There is a statistically significant
relationship between the number of visitors and the temperature in Czech Republic.
The second statistically significant factor seems to be the price level in partner
countries, but the slope of the relationship varies. For Great Britain, Denmark,
Netherlands, Poland, Spain and Italy, there is a negative influence of the change in the
domestic price level on the number of visiting tourists coming to Czech Republic.

On the contrary, the relationship observed for France and Norway is positive. An
increase in Czech prices positively influences the inflow of tourists.
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Rising exchange rate is statistically significant for Poland, where an increase in this
variably significantly positively influences the number of Polis tourists visiting Czech
Republic. The influence for Finland and the Netherlands is negative, but these factors
are little statistically significant for the given model.

Table 12 Wrong regression model parameters and test results for Czech republic

Germany Austria Slovakia Sweden
Intercept -7147 -1849,69 1427 -4187,5
EUR - - - -125369*
HICPc - - - -
HICPx - - - -
Temp 23533, 8%** 1628,72%%* 3885%** 3465, 1#**
Rain 1077,4+ - - -
GDP - 54,43* - -
DW-test 1 0,9983 0,9964 0,8263
BP-test 0,7808 0,9295 0,2825 0,3834
JB-test 0,252 0,835 0,944 0,392
RESET-test 0.006997 0.02364 0.0001463 0.02796

6 Conclusion

The submitted analysis confirms our assumption about an undoubted influence of
temperature on the movements of visitors in Slovakia's and Czech Republic's
tourists. This factor has also proven to be statistically significant. Generally, an
increase in temperature positively influences the inflow of visitors. From the climatic
factors, we can also mention precipitation, but this has not presented itself as
a statistically significant factor. Neither cloudiness and sunlight seem to be significant
explanatory variables, mainly due to the presence of multicollinearity between the
temperature and sunlight and the cloudiness and precipitation variables. However, if
we used the presence of multicollinearity as an excuse for removing the precipitation
and temperature variables and left the cloudiness and sunlight variables, we could
expect similar results, that is a strong positive influence of sunlight and, on the
contrary, a negligible influence of cloudiness.

The partner country's harmonized index of consumer prices shows its negative
influence on inflow of tourists into Slovakia or Czech Republic. This fact is explained
by increased living costs and therefore a decrease in disposable resources for leisure.

For both countries, we got surprised by a dominant negative impact of the rise in
GDP. It is not valid for all countries, neither it is statistically significant for all cases,
but a rise in GDP is often accompanied by a fall in participation in tourism.

The development regarding the domestic price level is varied. While an increase in
Czech price level increases the number of its visiting tourists, the same situation in
Slovakia decreases the number of visiting tourists.

In most cases, the significant explanatory variables included the GDP, the
harmonized index of domestic consumer prices, the partner country's harmonized
index of consumer prices and the exchange rate.
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With respect to the analysis carried out, we have not observed significant
differences in the seasonality of demand for accommodation establishments between
Slovakia and Czech Republic, which is largely supported by the fact that the two
countries have similar primary offer as far as tourism is concerned.

We realize that the time period is quite short and the panel data approach could
bring interesting results. We plan to choose this type of analysis next time.

In the future, we plan to extend this analysis to one or more additional countries
with climatic characteristics different from Central Europe, possibly maritime
countries. Studying the development on the monthly basis would also be interesting.
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Abstract. In the paper we deal with a macroeconomic model of asmall open
economy. The model describes the development of output, capital stock,
interest rate and money stock. Sufficient conditions for the existence of two
pairs of purely imaginary eigenvaluesin the linear approximation matrix of the
model, which are necessary for the bifurcation of atorus, are found. A
numerical example is presented.

K eywor ds: macroeconomic model, equilibrium, matrix of linear
approximation, eigenvalues, torus.

I ntroduction

In [2] Makovinyiova K. and Zimka R. introduced a nonlinear four dimensional
dynamic macroeconomic model of a small open economy. It describes the
development of output, capital stock, interest rate and money stock in a small open
economy. The model has the classical IS-LM structure. It generalizes Schinasi’s three
dimensional model of a closed economy [4] and Asada's three dimensional model of
asmall open economy [1].

The model has the form

}‘/
K
R
M

o [[(Y.K.R)+G—SYP. Ry —T(Y)+ J(Y.p)].
1Y, K. R),
8 [LY.R) — M],

J(Y.p)+~ (R — Ry), @)

where Y is output (income), K is capital stock, F. is interest rate of domestic
country, M is money supply, 7 are investments, {(; are constant government
expenditures, S are savings, 7" are tax collections, ./ is net export, o is exchange rate,
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1, is money demand, [¢; is constant interest rate of foreign country, «v, /3, are
positive parameters, # istime and
dY . dK -  dR A dM

s R M=

The economic properties of the functions in (1) are expressed by the partial
derivatives

YP =y 1Y)V =

ONY. KB  OIY KRy OIYIR) 9SO R)
p% IK TR T ovD ‘-
OS(YP.R)  OT(Y)  9J(Y.p)  8J(Y.p)
IOt Ry, >0, <0, 00y
OR oY oY o
OL(Y.R) _ OL(Y,R)
Y > 0. an

()f(l N2

Remark 1. Reasons for the assumption —+~ < () aregiven e.g. in[1] on p. 242.

Remark 2. In this paper we concentrate on the analysis of a "fixed price economy". It
means that the price level p is given exogenously and normalized to the value 1
(therefore it doesn't appear in the model). The interest rate of foreign country, Ii s, is
also given exogenously because of the small economy.

The question of the existence of an equilibrium in model (1) under fixed exchange
rate and stability of this equilibrium was investigated [2]. In [3] the existence of
business cyclesis proved. In this paper we are concerned with the necessary condition
for the existence of tori in model (1) under fixed exchange rate.

Tori can only appear if the linear approximation matrix of model (1) has two pairs of
purely imaginary eigenvalues. In the paper sufficient conditions for the existence of
two pairs of purely imaginary eigenvalues in the linear approximation matrix of the
model are found. A numerical example of the gained result is presented.

2 Analysis of the model
Assume the following form of the functionsin model (1):

Y, K.B) = fi(Y)—isK —isR.

S(YP.R) = fo(YP)+ s3R,

TY) = tY —t,

LIY.R) = [fi(Y) =18,

J(Y,p) = J(Y), pis constant, 2
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where f1(Y). fo(YP), [3(Y), J(Y) are nonlinear functions with respect to ¥ of

df2(Y7) df3(Y)

the type ', Jj(;ig/y) >0, =5 > 00 T >0, ds,3, 83,80, 71,13 are

positive constants, {} < 71 < 1. After substituting (2) into model (1) we get

Yo o= o [AY) - K R G— BYP) = sR 1Y o+ J(Y)].
K = AY)=isK —ish,
R = 8 [fhY)— LR M],
M o= J(Y)+5 (R~ Ry).
©)

Let model 3 has the unique positive equilibrium
B () =(Y* (). K" (7). R*(v), M™(7)). Y*(v) > 0, K*(v) > 0, R*(7) >0,
M*(v) > 0.

Remark 3. Sufficient conditions for the existence of the equilibrium FE*(v) =
(Y*(v). K*(v), R*(~). M*()) werefound in [2].

Let us transform the equilibrium #2*(~) into the origin 27 = (Y7*, KT. R}, M)
= (0,0.0,0) by shifting

Yi=Y "Y' Ki=K-K' Ry=R—R' Mi=M— M".
Then model (3) obtains the form

i = o[ +Y) = L7+ (V)P —to) + J(Yi +Y7)]
+(Jf, [—f]_}/]_ — ?ZQI{]_ — (.’5 + S3)Rﬂ
+o [—tl}f* — ’I;glr(* — (@5 + rﬁgg)R* + f() -+ C;] ;
K, HYT+ YY) — oKy —isRBy — ix K™ — i3 R,
R, = 8 [fsM+Y")=0LR — M — 1R — M"],
My, = JYi+Y )+ (R + R — Ry). (4)
The Jacobian matrix A = A {cx, 3, ) of model (4) at the equilibrium I77 is
—a K —wiy —alis+s3) 0
Aopyy=| T Iy " (5)

ﬁ fgy 0 — ‘8[ 3 -4
J Y 0 ¥ 0
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where

. iyt A ()P 4
K= —fiv +foy — Sy +t. fiy = 7“,;% L Sy = 71’9;‘“;;' ML — 1), oy = ji,f )
Iy = GIEY

dy

Definition. A triple (oo, Bo, Yo) of parameters a, B, v in (4) is called the critical triple
of model (4) if the matrix A = A(ag, PBo, o) has two pairs of purely imaginary

eigenvalues Aj = +im; Az4=*im, i=y —1.

The eigenvalues of (5) are the roots of the characteristic equation of A (cv, /3, )

M+ ay (o, BoN + asla, B, + as(a, 3.9 + as(a, 8,7) = 0,

(6)
where
ar = oK + 5l3 + i,
z = ‘j( s+ f‘iy(?'g + -‘3'5)) + 0‘@}([( + le) + ’6)("}’ + ?:-)]‘)

az = BlayK + alicls(K + fiv) + iassfay — Jy (i3 + 83)) + vi2).
ay = ofvis(K + fiy) — afizssJy.

Lemma. Characteristic equation (6) has two pairs of purely imaginary roots if and
only if

(A1) ag =0,
(1‘1 2) as > 0,
(14 3) iy = 0,
(AA) ay >0,
(A5) a3 —Aday > 0.

Proof. Suppose the matrix A = A (g, Oy, o) has two pairs of purely imaginary
eigenvalues A1 2 = £iwy, Azq = tiwg, 1= +/—1. Then characteristic equation
(6) can be written in the form

(A —iw)(A+iw)(A—iw){(A+iws) =0,
what gives

M (Wi +wH) N+ il =0,
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After comparing the last equation with (6) we have

ay (v, 0. "r’[)) = 0,
as (e, Bo. o) = wf + wé > (),
( ) = o0,

f . _ 2,2
ag(ov, o, o) = wiws > 0.

sl X, .‘Bn s Yo

By eliminating w> we get from the second and the fourth equation
Wi —apwi 4+ ay = 0.
After substitution z = w? it goes to the quadratic equation

22—y z4ay = 0.
From here

As w1y » are real numbers, z; 2 have to be rea and positive. This is fulfilled for
a% — day > 0.

Conversely suppose the conditions (A4.1) — (A.5) hold. Then equation (6) has the
form

M4a N +a, =0,
Define z = AZ. Then we have

P
zm+agz+ay =0,

—ay £ /a3 — day
5 .

Asa, > (and a2 — 4day > . we get 21 » are negative. Therefore

Ao = £VE. Asu = £VE

are purely imaginary roots of characteristic equation (6). 0

10 =

Let us denote

L=~vK+ '?jzlg(K + fiy) +iassfay — J}’(ia + $3).

Theorem. Let i2l3 — s3 = 0 and ~ =~y be such that

(i) (3K + fay(iz+ s3) > 0;

(i) L < 0.

Then there exist the values cvg and /35 such that the triple(a‘o. 3. ')«*0) is the critical
triple of model (4).



274 Katarina Makovinyiov4, Rudolf Zimka

Proof. Choose constants in model (4) and the value -y such that they meet the
conditions of Theorem. We will show that the conditions of Lemma are satisfied.

Condition (A.4) isaways fulfilled.
Condition (A.3) requires

Blavo K + alisls (K 4+ fiv) +i2s3 fay — Sy (i + s3)) + 70i2) = 0.
As

alyol + ials(K + fiy) +iasafsy — Sy (is + 83)) = al. = —is,

and /. is negative, relation (A.3) uniquely determines the positive value of parameter
(}:l
Yotz

T

g = —
Condition (A.1) means
(.I‘(_][{ -+ ,8!3 + l:g = 0.

This equation uniquely determines the value of parameter /3.

., C‘t’()[( + ?3
fly= ———"2.
I
As .
_(’}'(]11'-{ + ?,2 _ _hf}#[{ + i2 _ _?Z(L - ’-}I[]I{)
L P s T
_ _”Tz(""zf;s(K + fiv) +dassfay — Jy iz + 53)) < 0
- 51 '

value /3 is positive.
Condition (A.2) is

ool K + fay (is + 83)) + apial K 4+ fiv) + Polvo + ialy) > 0.
Thisinequality is satisfied according to the condition {#) in Theorem.
Let us analyze condition (A.5):
(v Bo(ls K + fay (is + 53)) + awin( K + fiv) + Bo(yo + ialy) )
—4((.]’0{130"‘;’0 (':Q(J[\, —+ fly) — (lfnﬁg‘a‘:gSg Jy) 2 0.
Utilizing the fact that
(a4 b)* > 4ab
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and condition {#) in Theorem, we can write

(voBallsf + fay (53 + 83)) + aia{ K + fiv) + Bolvo + ials))?
—A{apboyoia (K + fiy) — apfotaszy)
> 4oofo(ls K + fay (i + 83)) + ania( K+ fiy))Fo(vo + ials)
— 4otz (K + fiy) — aofyiassty)
> Ao fuia( K + fiv) (o + i2ls)
—A{voBovola( K + fiv) — o foiassy)
= dapBovoia(K + fiv) + 4o foisls(K + fiy)
—4(1‘-151),*‘3(J%e':2(K +f 1Y) — o fFotasy JY)
= dov Btz lials (K + fiy) + 830y ).

The last ordering is nonnegative under the assumption

?gnft; — 53 Z 0.
The proof is completed. 0

3 Numerical example

Consider the following functions:

= 0.1VY? — 10K — 2001 + 150.79892,
0.8v/0.7Y + 4.2 + 100R — 1.35946,
0.19Y,

10vY — 10R — 72.900054,

= —0.075VY + 6,

and assume the constants G = 12, Ry = 0.001.

Lt N o~
[
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Then, model (3) has the form

) 7 2
}/ = o (10,, f}/’i _ _Y _ _\/7_ — L}/ -+ Tl — 10[/\’ — SUDR)
)

1000 10 10
8507919
Y ——.
* 750000
. 1 3769973
K = —VY% 10K —200R + 222
' 10 * 25000
. , 36450027
R = plovy 1wr- v 22207
-)( vy 500000 )'
. 1
AM::——J7+( — ) +6.

100
v

The equilibrium /2* of (7) depends on parameter ~v. For v, = 10° the equilibriumis
(Y* =64, K* =20, R* = 0.0099946, M* = 7).
Let us verify the conditions of Theorem.

1) ijls—=10.10 —100=0;

2) 15K + fay (is+Ss) = 10 (—6/5+1/25— (—3/640)+19/100)+5/8(200+100) = 10 (-
3089/3200) + (5/8).300 = 56911/320 >0 ;

3) L = 10°(~3089/3200) +10.10 (~3089/3200 + 6/5) + 10.100.5/8 + (3/640) (200 +
100) = —7717301/8 <0 ;

Thus, all conditions are satisfied.

The critical values of parameters «v, (3 are

iz 10510 80000000
A L ST
8:7%K+@:7¥mﬁkﬁ%y+w: 5199
’ Is 10 7717301

Hence the critical tripleis

8 - 5199 .
((]’0._ Ja‘/'))g._ ’)’0) = p———— 107 \ G . J_[]b .
7717. 301
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Matrix of linear approximation at (cvg. 3o o) has the form

TT225000 800000000 24000000000 U
TT17301 Tr17301 TT17301
g ~10 ~200 0
A=
25945 U ~ 51990 53199
61738408 7717301 TT17301
3 0 1000000 0

T610

Matrix A hastwo pairs of purely imaginary eigenvalues

M = 25.9815i,
Ay = —25.9815,
Ay = 4.92743i,
Ay = —4.92743i.

This numerical result confirms the assertion of Theorem.

4 Conclusion

Model (1) isadynamic four dimensional model of a small open economy under fixed
exchange rate. Asada in [1] also introduced and analyzed a dynamic model of a small
open economy under fixed exchange rate. His model is three dimensional one and
describes the development of output, capital stock and money stock. The major
difference between Asada’ s model and our model is in the view on the development
of interest rate 1. Asada assumes that the adjustment speed /7 in the dynamic
adjustment equation for interest rate R = 3(L(Y. R) — M) is infinite so that the
interest rate is adjusted instantaneously to preserve the equilibrium M = L(Y, R) on
money market. This assumption is rather strong and not very real. In our model (1)
the dynamic adjustment equation for the rate of interest is present. It enlarges the
dimension of the model, what makes it more complex for analysis, but on the other
side it enables to investigate the character of the development of variables in more
detail. The four dimensiona model (1) gives the possibility to study not only the
guestion of the existence of business cycles, what was done in [3], but also to find out
whether more complicated relations among output, capital stock, interest rate and
money stock can happen. For example it is possible to study whether tori can arise
around equilibrium. The necessary condition for arise of tori in model (1) is the
existence of two pairs of purely imaginary eigenvalues in the linear approximation
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matrix of the model. The theorem in the paper gives sufficient conditions for fulfilling
this necessary condition. To solve completely the question of the existence of tori it
would be necessary to derive the bifurcation equation of the model and to study its
structure. This step is open and waits for realization.

Acknowledgment: The research was supported by the Slovak Grant Agency VEGA
No. 1/4633/07.
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Abstract. In the paper estimates of a survival function of a time to event
random variable are discussed for data containing only interval censored values.
In practice these data are usually transformed to datasets with exact and right
censored data and well implemented methods in statistical software are used for
estimation. In the paper four possible transformations are used and their
properties are compared with results of proper methods for interval censored
data. Kaplan—Meier and maximum likelihood estimates of survival function are
computed. Only small samples are studied by simulation study for lognormal
distribution.
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1 Introduction

In the paper T is a time to event random variable. In survival analysis time of the
occurrence of the event is known exactly or it is censored. For example for right
censored time it is only known that the event occurs after a known time. In this paper
no exact times are observed. The time of the occurrence of the event of interest is
known only to occur in a time interval (L, R>, (L<T <R) — observation is interval
censored or to occur after the end of the interval (L <R <T <) — observation is
right censored at time R. This type of data frequently occurs in medical studies, where
investigated variable could be time to the relapse of illness after surgery or time to the
occurrence of complications. Suppose that patients are examined only at pre-
scheduled visits and the occurrence of the event is observed only by these visits.
Variable of this particular type is not frequently investigated time to deaths, because
in such a case the exact value of time of death is known, if it occurs. Other examples
are surveys, where respondents are visited and interviewed repeatedly, for example
the Labour Force Sample Survey organized by the Czech Statistical Office, where
respondents are interviewed in three months intervals. Then unemployment duration
is right censored (if the unemployed didn’t find a job) or interval censored (if the
unemployed found a job at a three-month interval).
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Suppose that the estimation of the survival function of 7 is of interest.
Characteristics such as median time to event, residual median time to event etc. can
be derived from the estimated survival function.

The estimates are based on a sample of a size n. It means for all i = 1,.., n we have
an interval (L, R> and information whether the event occurred in this interval or didn’t
occur up to the end of this interval. Datasets of this type are denoted by I in this paper.
For this type of data methods developed for interval censored data should be used.
But unfortunately these procedures are complicated and they are not well
implemented in widely used statistical packages. On the other hand the estimation of
survival function from data with exact observations and right censored observations is
known to routine users. Procedures developed for right censored data (especially
Kaplan—Meier nonparametric estimate) are known and readily applicable with the use
of standard statistical software. A widely used approach in the problem of interval
censored data is to transform interval censored data to data that contains only exact
and right censored observations and then to use known and easy to apply methods for
right censored data. Usually centres of intervals (L, R> are used as exact observations
for intervals, where the event occurred and right censored observations remain to be
right censored at time point R (dataset III). In the paper three more possibilities how
to find exact times for the occurrence of the event are random time points with the
uniform distribution on the interval (L,R) (dataset IV), value L (dataset II) and value
R in the dataset V. These modifications are summarized as

I.  All observations censored, interval (L, R, > or right censored at R;

II. Interval censored observations exact at the time L;, right censored
observations censored at R;

III. Interval censored exact at the time (L, +R,)/ 2, right censored observations
censored at R;

IV. Interval censored observations exact at the time with distribution
Uniform (L;,R;), right censored observations censored at R;

V. Interval censored observations exact at the timeR,, right censored
observations censored at R;.

In the paper properties of these five approaches are illustrated by a simulation in
example 1. Data were created from lognormal distribution. This distribution has
positive skewness and its hazard function has an extreme — maximum. In an example
2 results for one selected dataset I (and for its modifications II-V) from the simulation
are taken and results are shown and discussed in detail. In the simulation study the
distribution of time to event variable 7 is known and parametric methods, that
estimate parameters of the distribution, can be used. Otherwise a proper distribution
has to be guessed and a good choice is crucial. The impact of bad choice of the
theoretical distribution is not of interest in the paper.
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Suppose sample sizes n are relatively small (less than 100), where it is not possible
to use large sample properties of estimates. Another complication is usually large
number of right censored data. But this situation is frequently met in medical research
and approximation III is usually used in order to obtain estimates.

2  Methods

Let 7 be a positive value random variable with continuous distribution. Denote by
F(?) distribution function of 7 and S(¢) survival function of 7 defined as

S(t) = P(T>t)=1—F(t). (1)

Suppose a sample of n observations is used for the estimation. Kaplan—Meier
method was derived for data with exact and right censored values of 7. In this case we
put for exact values of time to event 7 censor variable C=1 and for right censored
values at time point 7 censor variable C=0. For each observation we have a pair (7,C).
Suppose that events occurred at & distinct ordered time points #; < # < .. <¢. Then
Kaplan—Meier product-limit estimator of the survival function S for right censored
data is defined as

S(t)= 1 t<t,
3} it 2

Il
o
N\
v
=<

where > 0, [1]. In the formula (2) forj =1,...k
Yo=n (number of observations in the sample),
Y;= number of individuals at risk at time point ¢ (it means number of observations
with T >t,),
d; = number of events at the time point ¢,

This estimator for right censored data can be modified for interval censored data
[11,[3]. In this case it is not possible to construct such simple procedure. For each
individual the event of interest occurred in an interval (L; R;) (an observation is
interval censored) or it didn’t occur until R; (an observation is right censored at time
point R;). Right censored observation can be incorporated as interval censored (R;,®).
Denote by 1; (j = 0,.., k) ordered time points (0 = 75< 7, <.. < 7= o0) which include
all time points L;a R;, i = 1,..,n. The estimate S(t) of S(¢) is supposed to be constant
over intervals (7.1, 7;). Denote (forj = 1,.., k) by p; a probability that the event occurs
in the interval (z.;, 7;), this means
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p, =P(r,, <T sTj)=F(rj)—F(zjﬁ1),Zk:pj -1 3)

The procedure begins with an initial guess (first approximation) p;of values p;or
with first approximation of S(¢)

St =Y b, 4)

t<rjy
Define (0-1) numbers a;; by the formula

a; =1 if(r 7)< (L.R),
=0 otherwise,

)

fori=1,.,nandj=1, .,k
Number of events which occur at time point 7; is estimated by

v %P

K
= ;ail o}

d =

]

: (6)

and estimated number of individuals at risk is

k

Y, =>d,. (7)

=i

For values Y; and d; the Kaplan-Meier estimator (2) is computed in order to receive
new estimate of S(t). New values of p ; are then calculated. This iterative procedure
is repeated until no changes in values p; are observed and so a final solution —
nonparametric estimator of S(¢) is found.

In the simulation study nonparametric estimates are compared with parametric
estimates obtained by maximum likelihood method. In the likelihood function L(@) (6@
is a vector of parameters of the distribution) censored data are incorporated by the
term

SR)=1-F(R), ®)
and interval censored data by
SO-SR)=FR)-FQL). 9)

In our problem likelihood function to be maximized has a formula
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Ley= [ s®) [] GL)-sR)). (10)

i- right censored i- interval censored

where S is a survival function of the underlying distribution. For all computations in
the paper procedures for survival analysis and for nonlinear optimization in SPlus 6.2
were used.

3 Illustrations

Example 1. (Simulation study): In this part the estimates of median time to the event
will be compared for all methods. In [2] samples of different sizes were investigated,
in this paper only small samples are of interest. 100 samples were drawn from
lognormal distribution with parameters 4 = 4.11 and ¢ = 1. This distribution has the
mean 100 (E(T) = 100) and the median 61 (#s= 61). The interval censored data were
constructed with the use of sums of independent Poisson variables with means
(parameter lambda) 15 and 30. Lambda is then the mean length of intervals (L,R). A
sample of n values from mentioned lognormal distribution was generated. Values of L
and R were found as nearest smaller (L) and higher (R) than 7T in consecutive values
of sums of Poisson’s variables. In the data no exact values of T are present,
proportions of right censored data were selected 0.1 and 0.3 (in the mean) for sample
sizes 30 and 50 and 0.3 for the sample size 100.

In the study we know the exact distribution, maximum likelihood fit can be used
for the estimation of parameters u and o (6" = (u, 0)) and then for the estimation of
median. For the lognormal distribution formulas (8) and (9) are easily rewritten as

L qb(ln(R)1—4.11j and @(In(R)1—4.1lj_ d{ln(L)l—4.11} a1

where @ is a distribution function of standard normal distribution. Results of
estimated medians are given in the Table 1. In the table in the column % the mean
percentage of right censored observation is given to 10 or 30. Kaplan—Meier estimates
of medians are given in the Table 2. For interval censored dataset I iterative procedure
mentioned above was used, for modified datasets I1I-V standard Kaplan—Meier
procedure was used. In both tables mean values of estimated medians are shown with
sample standard deviations in parenthesis.

From Tables 1 and 2 we can see relatively poor estimation of median. But it
has to be expected because of small sample sizes, no proper exact values and large
number of right censored data. As it is expected, the smallest medians are from
dataset II and the largest from data V. Datasets III (the most frequently used
approximation of the occurrence times by the centres of censoring intervals) and IV
(random times) give similar results. Medians from almost all samples are
overestimated, sometimes strongly. It is with the exception of datasets II with exact
values of T equal to the lower end of the censoring interval.
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Table 1. Maximum likelihood estimates, lognormal distribution fitted

n % A mean median (standard error) (#ps= 61)
I I 11 v \%

30 10 30 64.5 48.7 65.5 64.5 76.7
(11.1) (11.6) | (114 | 11.6) (11.6)

30 10 15 64.2 332 66.4 63.8 86.6
(12.5) (124) | (d2.1) | 13.0 (12.2)

30 30 30 81.3 75.2 85.7 85.7 95.1
(13.8) (16.6) | (144) | (14.3) (14.4)

30 30 15 72.9 539 80.6 79.2 97.8
9.9 (15.0) 8.7 (10.7) 9.6)

50 10 30 77.6 70.3 88.0 88.1 97.2
(14.7) (10.7) | (157 159 (15.2)

50 10 15 64.4 325 66.8 63.4 87.2
(8.5) (8.1 (8.1) (8.9 (8.3)

50 30 30 89.3 72.2 83.6 83.5 90.8
9.9 (12.5) | (10.6) | (10.8) (10.8)

50 30 15 85.6 55.4 83.4 81.8 92.8
(9.0) (12.5) 9.4 (10.2) 9.1

100 30 30 80.8 73.4 85.1 85.2 88.2
9.5) (114 (10.7) | (10.6) (10.3)

100 30 15 77.7 57.2 85.4 84.3 92.8
(8.7) (11.8) 9.9 (10.5) (11.7)

Shorter censoring intervals give slightly better results; the dependence on the
percentage of right censored observations is not surprisingly visible. In the study
original and correct probability distribution was fitted and according to the theory
parametric estimates should be superior to nonparametric estimates. It seems to be
true in mean values and even smaller standard errors.

Example 2. For this example one dataset from the simulation in example 1 was used.
Number of observations is 50 and mean percentage of right censored data is 30. The
lengths of the intervals (L, R> are from 23 to 44 with the mean 31.1. It corresponds to
the chosen parameter A = 30. Data contains 39 out of 50 interval censored
observations and 11 (22 percent) right censored observations instead of 15 (30 percent
of 50 observations). Table 3 presents maximum likelihood estimates of parameters u
and o for all datasets I-V and estimated medians exp ({). In the Figure 1 survival
functions with these parameters are shown with the horizontal line with S(¢) = 0.5.
Sample medians are then on the #—axis. In the Table 4 estimated values of medians
from Kaplan—Meier method are given with estimated 95% confidence intervals.
Figure 2 shows theoretical survival function and Kaplan—Meier estimate of survival
function for interval censored data I. Large confidence intervals for medians are
shown in the Table 4. In the Figure 1 similar survival functions from datasets I to IV
are shown. Survival function for data V seems to be different (shifted to the right).
The coincidence with theoretical curve is good for probabilities approximately from 1
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to 0.4, and then values of survival function from censored data are remarkably higher
than those for lognormal distribution. Similar situation is in the Figure 2.

Table 2. Kaplan-Meier estimates

n % A mean median (standard error)
1 11 111 v v
30 10 30 64.9 60.52 67.85 67.5 74.6
(12.0) (15.59) (15.39) (15.21) (15.4)
30 10 15 67.2 47.96 62.60 63.1 76.23
(14,1) (15.72) (15.63) (14.08) | (15.87)
30 30 30 88.5 77.63 84.27 83.58 87.72
(15.20 (15.66) (16.23) (16.04) (15.15)
30 30 15 82.4 67.30 77.87 80.3 89.0
(12.7) (12.38) (11.73) | (13.93) (13.46)
50 10 30 84.2 72.16 77.24 77.4 81.58
(13.1) | (142 (14.00) (15.18) (12.72)
50 10 15 65 51.29 66.60 67.3 80.5
(12.8) (13.29) (13.09) (13.24) | (12.69)
50 30 30 82.23 78.62 84.64 85.0 88.8
(13.4) (17.75) | (17.67) | (18.56) | (16.18)
50 30 15 81.00 68.72 79.75 80.6 87.1
(10.04) (13.70) | (13.92) | (13.84) | (1041)
100 30 30 83.3 74.68 80.15 79.4 84.4
(9.91) (10.70) | (11.37) | (10.77) | (10.74)
100 30 15 82.9 74.75 86.55 84.5 93.9
(9.94) (12.73) (12.46) | (10.14) | (10.16)

Table 3. Maximum likelihood estimates of the parameters for lognormal distribution
and estimated values of medians

I 11 111 v \Y
Y] o ] o Y] o [ o Y] o
420 1.2 4.07 1.25 | 4.25 1.35 | 4.27 1.34 | 452 1.08
66.68 58.56 70.10 71.52 91.84
Table 4. Kaplan—Meier estimates of medians with 95% confidence intervals

I 11 111 v \Y

67.15 61 64.6 75.5 90.00
(41,160) (27,163) (38,171) (43,179) (60,194)
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Fig. 1. Parametric estimates of survival function based on parametric maximum
likelihood estimates of the parameters
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Fig. 2. Survival function of lognormal distribution (exact) and nonparametric
estimation of S for interval censored data (Kaplan—Meier)

4  Conclusions

In [2] detailed discussion is given for approximation of data I by transformation III
for Weibull distribution with respect to different values of its parameters. In the
simulation in this paper all estimates for the data of treated types are rather
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unsatisfactory and it makes user to be very careful in interpretation. The use of
methods for interval censored data should be preferred, if it is possible to perform
proper estimation. The approximations used in the paper in order to avoid the use of
methods for interval censored data can affect properties of estimates. According to
literature (for example [2]) the use of modified data can lead to misleading or even
wrong results. But in the case of small sample the use of simpler procedures for
modifications III and IV doesn’t result in remarkably worse estimates. The use of
random times instead of centres of interval does not seem to give remarkably better
results.
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Abstract. Many insurance companies, pension funds or government are
interested in mortality progression. They are using several methods how to
predict mortality, for example forecasting of life expectancy or any other
difficulty models of modelling mortality rates for different age groups. | would
like to explain alternative way to modelling and predicting of mortality. This
modelling will not be based on predicting mortality rates, but modelling
proportion or difference mortality rates of two neighbouring age groups. The
proportion is decrease in time to one and the difference decrease to zero. The
target of this theory is predict the time, when the proportion will reach the one
or difference will reach zero respectively.
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1 Introduction

Many insurance companies, pension funds or government are interested in mortality
progression. They are using several methods how to predict mortality, for example
forecasting of life expectancy or any other difficulty models of modelling mortality
rates for different age groups. | would like to explain alternative way to modelling and
predicting of mortality. This modelling will not be based on predicting mortality rates,
but modelling proportion or difference mortality rates of two neighbouring age
groups. The proportion is decrease in time to one and the difference decrease to zero.
The target of this theory is predicting the time, when the proportion will reach one or
the difference will reach null respectively.

It is very important for the society to know about its mortality. The whole mortality is
not so much important as the mortality of each age groups. The development of the
mortality gives us information about increasing or decreasing of life condition of
these age groups.

Many companies, the same as insurance companies, are interested in researching of
mortality of each age group, because the progress of the mortality has impact on their
economy. As they have to be prepared for the future development, the companies use

1 This paper is written under the support of the National Research Programme |1 of the Ministry
of the Education, Young and Sports of the Czech Republic, Project. No 2D06026
,»Reproduction of the Human Capital* and University of economics, Prague, No IGA 27/08
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many models for the forecast. Mortality in the time period decrease that means that
conditions are improving. This we can also see on the increasing life expectancy. If
we focus on mortality of one age group in ling time, we obtain time series.
Theoretically we can say that this time series has decreasing trend. Fundamental of
the model is to find the trend.

First problem is becoming in the moment, when we really get individually rate of
mortality for one age and make time series of them. We find out, that this time series
has high volatility and it is not possible to say that mortality in year t is every time
higher than in t+1.

Mex = Meygx @

Volatility is cause by uniquely death in young ages (group of dead people is not large,
even small deviation can make important change in mortality rate), and in higher ages
epidemic of diseases, which are only in some years.

Sometimes we can see the whole time period of constant mortality or slightly
increasing. Decreasing trend is therefore very slow and it is not possible to estimate
the function. If we estimate this function, than there is one more risk. It is easily
possible that the mortality estimated to the future for the age x is higher than for the
age x+1.

Mt,x =Mt x4 . 2)

This situation may happen (and really happened) in some years, but the development
cannot be estimated in long period (we think only about ages 30+).

Mortality is observed in our country almost for one hundred years. For the future
forecast is not relevant to use the whole period, because the development in the
history was interrupted by some external effects, which can distort the relation of the
model.

2 Aim and methodology

As | mention the risks above, it is not possible to make models of mortality for the
individual age groups, as it is not obey the situation defined in (2). In case, we express
the relationship in form of difference or proportion of mortality of consecutive age
groups in one year.

M x41 =M x ©)

or
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mt,x+1

e @

Therefore these values are going to 0, resp. 1 in limit in the time.

t@oo(mt,wrl_mt,x):o , (5)

and
m(,x+1
M x

lim =1

(6)

We are going to model difference or portion of two rates of mortality in the time and
by keeping the condition (5) and (6) it can not happen situation (2).

This theory is acknowledge already in younger ages (about 30 years), when the
mortality is very low and between the ages are not differences (decrease between the
ages very slightly).

Theoretically it would be enough to find out rate of convergence of mortality in the
age x+1 to the mortality in the age x.

If we look on graphs that show differences and portions between the rates of mortality
in the time it is clear that from the point of predictability it is preferable use
differences between mortality rates, which is relation (3).
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Both graphs show quite high volatility, so it would be good to try to smooth out the
function. The best is to use moving averages. These we can use for number of dead
people, and then it is necessary to adjust average stage of population or right for rate
of mortality. And we also can presume the thing that moving average we can vote in
time or in age. In our study we will use second variant. Let’s count three-man average
without using weight in time.

— Mg FMex +Megg x

Mt v =
t, X 3 | 0
or
M x—1 +Mtx Mg 41
m =
b 3 ®
3 Results

It is clear from the graphs, that some assumptions, which we made above, weren’t so
accurate. In short time period, we were focus on, are not limit formula relevant —
where difference should go to null and proportion to one. But it is possible to see that
it is approximation to the other constant value.

It is also possible to see different volatility at chosen methods of differences and
proportions. By the difference the volatility decrease with the age. By the proportion
the biggest inconstancy is at the youngest ages.
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4 Conclusion

From the point of relevance of prediction it is clear, that it is better to use differences
between two age groups. Especially in last 20 years the prediction is stabile that is for
prediction important. This variant we can use for modeling mortality in age group
x+n, that means for the higher ages, than the chosen basic group. By the opposite way
we are in dangerous, that the mortality for the younger groups after deduction of some
value can decrease under the null. From that reason is better to choose model, where
we can use proportion of two mortalities. High volatility in young ages is caused by —
already mention- small deviation in number of dead people, because in so young age
is mortality very low and even small differences can make impression of high
decrease. By the sight on older ages we can see that the values are stable on
approximately 1,1 . That means that probability of death decrease with the age about
10%. This finding can surely help for better prediction of mortality in higher ages. At
these ages we have to make sure that the model works as we think. One more thing is
important to say. The volatility in young ages can effect queerly, but because of low
values, which mortality rates gain, the value is not important in compares with the old
ages, where the mortality rates are several times higher.
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Abstract. Child tax credit (known also as family tax credit) has been introduced
in Polish personal income tax system in 2007. This tax credit enables every
taxpayer, having dependent children, to subtract the certain amount from his
(her) tax duty. As the deducted amount is quite high, analyzed tax credit caused
significant change in relative situation of taxpayers having and not having
dependent children.

The main aim of the presented paper is the assessment of the influence of this
tax credit on tax equity and distribution of tax burden among different family
types. Consequences of this change are analyzed on the basis of data from
Lower-Silesian tax offices.
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1 Introduction

Child tax credit has been introduced in Polish personal income tax system for the first
time in year 2007. This tax credit enables every taxpayer, having dependent children,
to subtract the certain amount from his (her) tax duty. This child tax credit lies in
reduction of tax duty by amounts equal to doubled lump sum for each child. It means
that in year 2007 Polish taxpayers could deduct from tax duty 1145.08 PLN (about
272.60 EURO) per each dependent child. The deducted amount is quite high, as it is
subtracted from tax duty.
Let: y denote gross income and

k — number of dependent children.
Then, according to the current tax system in 2007 (with child tax credit), personal
income tax can be calculated in the following way:

if y is less than 43405 PLN
then income tax is equal to (19%-y —572.54 -k -1145.08 ) PLN;

if y e (43405,85528) PLN
then income tax is equal to ( 7674.41+30% - surplus over 43405 —k -1145.08 )
PLN;
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if y is greater than 85528 PLN
then income tax is equal to
(20311.31+ 40% - surplus over 85528 —k -1145.08 ) PLN.

As can be seen, this tax credit is entitled to every taxpayer (having dependent
children), independently of income liable to taxation. The main aim of the presented
paper is the assessment of the influence of this tax credit on distribution of income
before and after taxation and on efficiency of income redistribution.

Generally, redistribution is defined as difference between concentration coefficients
for income before taxation and after taxation, and measures how income tax system
reduces inequality in income distribution. Redistributive practices are usually justified
as redressing the balance between efficiency and social equity. The basic premise of
the redistribution of income is that money should be distributed to benefit the poorer
members of society, and that the rich should be obliged to assist the poor.

All analyses are made basing on Polish data from revenue office Wroctaw-Fabryczna
for fiscal year 2007.

2 Redistribution Measurement and Decomposition
of Redistribution Coefficient

The basic index, used in redistribution measurement, is RE coefficient, defined as
follows (cf. [6]):

RE =G, -G, , @

where G, denotes Gini index for income before taxation and

G, _; — Gini index for income after taxation.

The value of this coefficient could be interpreted as a percentage of income that is
transferred from the richer to the poorer as a result of diversified tax rates. This kind
of redistribution does not take the form of direct money transfers. It informs about the
extent of such transfers that should be made in case of hypothetical, proportional tax
system to get the tax distribution identical to the analyzed one.

RE coefficient could be decomposed. This decomposition aims at answering the
question: to what extent is the overall redistribution a consequence of intentional
construction of the tax system and to what extent is it restricted by tax inequity? The
first component could be interpreted as a measure of actual, theoretical redistributive
capacity, while the second reflects undesired — and often unintended — effects of the
taxation.
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Generally, decomposition of RE coefficient could be written as
RE=V-H-R (2

where V is a measure of vertical effect (decrease in inequality, resulting from the tax
system progressivity) and H reflects horizontal inequity (unequal treatment of equals).
Differences in inequality levels, resulting from changes in orders of taxpayers with
respect to income before and after taxation, are captured by component R.

Calculation of RE coefficient decomposition demands division of the taxpayers’
population into groups, distinguished from the point of view of the income level.
Let Y be a vector of non-decreasing incomes before taxation for n taxpayers:

Y =(yl’y2""5yn)a y] < y2 SS yn

and taxpayers are grouped (with respect to the income) into Kk classes, consisting of
n,,n,,...,N, taxpayers respectively. Analogously, Y-T would denote incomes after

taxation.

There are proposed in the literature several methods of decomposing RE coefficient.
In this paper we apply decomposition proposed by Aronson, Johnson and Lambert
(hereafter AJL) (cf. [1]). AJL method — in the original version — demands groups with
exactly equal incomes, but Urban and Lambert (cf. [3]) show the possibility of
extension on the groups with similar incomes. They introduce smoothed, linear
taxation within each group. The rate of this tax is calculated individually — for each
group — as an effective tax rate. Such neutral tax wipes out redistribution within each
group. Then AJL decomposition could be given as (cf. [2]):

RE :VAJL_HAJL_RAJL, (3)

where:
v or,)- (6 -t)
HY =Gl Gy
R = Gy ¢ _Gvsﬁ _G‘\(N—T .

Gy denotes between-group Gini index for income before taxation, where all
individual incomes within each group were replaced with average income for a given
group. Within-group Gini index (G, ) is given by the formula:

n. nY,
GV =) _*.xk.qg ., 4
Y Zk: n ny “)

where G, denotes Gini index for k-th group, Y, — average income in Kk-th group.

Measures concerning income after taxation are denoted by G, and G
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respectively. Within-group Gini index G;" is calculated in an analogous way as
given by (4), but for the income after taxation and smoothed tax. If y,,y,,...,y, are
the incomes in K-th group and t,t,,...,t, are respective tax amounts, smoothed tax

for i-th taxpayer (belonging to k-th group) is given by

tis:rimfl Yi=0-Yi. ©)

D

i=1

Presented decomposition of RE requires division of the whole population into groups
of taxpayers with similar income. To this end, suitable bandwidth has to be chosen
and all the taxpayers have to be assigned to the classes with respect to their income
before taxation. In this paper we use the method proposed by Vernizzi and Pellegrino
(cf. [5], [6]) for choosing an optimal (suitable) bandwidth.

3 Empirical Analysis

The influence of the child tax credit on the distribution of income before and after
taxation was analyzed on the basis of Polish data from Wroctaw-Fabryczna tax office
for fiscal year 2007. This set of data contains information on income and tax paid for
taxpayers that file their tax return in the Municipality of Wroctaw, tax office (district
identification) Fabryczna. In this analysis households are equated with couples of
taxpayers who take advantage of joint taxation. After deleting observations with non-
positive gross income, the whole population consists of 23792 households. The
analyses were performed by authors’ own programmes, written in the "R" language.

In order to conduct the analyses, population of 23792 households was divided into
subpopulations with respect to the number of dependent children. We introduced the
following notation:

- C means family without children,

- C+1 — family with one child,
- C+2 — family with two children,
- C+3 — family with three children,
- C+4+ — family with four or more children.
Results of such a division, in terms of subpopulations’ size, are presented in Table 1.

More than a half of the sample was constituted by families without children. Families
with one child made around 30 per cent. 16 per cent of families had two children and
relatively small share of families had three or more children.
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Table 1. Division of the whole sample into five subgroups.

Family type Numbers of families
C 12711
C+l1 6682
C+2 3780
C+3 536
C+4+ 83
All 23792

Source: own calculations

Table 2. Average yearly gross income (in EURO).

Family type Average income per family Average income per capita

C 14858 7429
C+1 18077 6026
C+2 20515 5129
C+3 20302 4060

C+4+ 16448 2741
All 16789 6262

Source: own calculations

Table 3. Average tax rates.

Family Average income Average tax rate [%] Average tax rate [%)]

type per family without deduction actual system
C 14858 9.77 9.77
C+1 18077 10.20 8.73
C+2 20515 11.45 8.90
C+3 20302 12.53 8.77
C+4+ 16448 10.77 4.81
All 16789 10.30 9.24

Source: own calculations
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Table 2 presents average yearly gross income per family and per capita (in EURO)
with respect to family type. For families with maximum two children, average income
per family increase together with increase in number of children. What is worth
observing, average income per family with tree children is almost the same as average
income for families with two children. Only average income for families with four or
more children is considerably less than for all the others family types. However,
analyzing average income per capita, it can be seen that the more children in family,
the more difficult is the financial situation.
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Table 3 presents average tax rates for actual Polish tax system in 2007 and for the
same system, but without child credit. For actual system, even though average income
per family increase, average tax rate decrease. In the system without child credit,
average tax rates will be higher for all family types. The biggest difference between
average tax rates for actual system and system without child credit is — of course —
observed for families with four or more children. Average tax rate for these families
would be more than twice as high without child tax credit. In the system without child
credit, average tax rates increase together with the increase in average income and the
increase in number of children (up to the third child).

Table 4. Redistribution and loss in redistribution for various family types.

Famlly type RE vV AL H AJL RAJL
C 1.82% 1.84% 0.01% 0.01%
C+1 2.33% 2.35% 0.01% 0.01%
C+2 3.07% 3.09% 0.01% 0.01%
C+3 3.75% 3.77% 0.01% 0.01%
C+4+ 2.29% 2.29% 0.00% 0.00%
All 2.28% 2.30% 0.01% 0.01%

Source: own calculations

Table 4 presents results of the decomposition of redistributive effect for all analyzed
types of families. Horizontal and reranking effects are very close to zero. It means
that Polish tax system causes almost no reranking in taxpayers’ income (within
analyzed groups) and no loss in the redistributive effect (meaning unequal treatment
of equals). Similar results were received for decomposition of redistributive effect for
the whole sample (cf. Table 5). It means that the Polish tax system with child credit
(year 2007) did not cause significant loss in redistributive effect of taxation. It is
important property of the tax system because it denotes relative lack of “system
failures” and compliance with the assumed structure of the system.

Table 5. Results for Polish personal income tax system 2007.

Present system Without children deduction

RE [%] 2.28 1.90
actual redistribution
VA (%] 2.30 1.92
potential redistribution
V A _RE [%] 0.02 0.02
loss in redistribution [%6]
HA [%] 0.01 0.01
horizontal effect
R [%] 0.01 0.01

reranking effect
Source: own calculations
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The personal income tax system reduces inequality maximally in case of families with
three children (by 3.75 percentage points), at least (by 1.82 percentage points) for
families without children. For the complete sample, tax system with child credit
reduces inequality by 2.28 percentage points.

Comparing results of decomposition of redistributive effect for present tax system and
the same tax system but without child credit, it can be seen that both tax systems
cause almost no reranking in taxpayers’ income and no loss in the redistributive effect
— accounted for by the unequal treatment of equals. However, present system reduces
inequality much stronger. And, as a consequence, child credit increased redistributive
effect from 1.90 to 2.28 percentage points.

4 Conclusions

Child credit, introduced in Polish personal income tax system in year 2007, caused
significant decrease in average tax rates for families with children and increased
redistributive effect from 1.90 to 2.28 percentage points. At the same time, this
change had almost no influence on two negative effects of taxation — reranking and
horizontal effects.

Taking into account that having children is often considered as one of the main
reasons for decreasing the tax duty of families, change in the Polish tax system should
be assessed very positively.
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Abstract. In the paper a three dimensional dynamic model of a small open
economy, describing the development of net real national income, real physical
capital stock and nominal money stock is analyzed under fixed exchange rates.
Sufficient conditions for the existence of a pair of purely imaginary eigenvalues
with the third one negative in the linear approximation matrix of the model are
found. Formulae for the calculation of the bifurcation coefficients in the
bifurcation equation of the model are derived. Theorem on the existence of
business cycles is presented.

Keywords: dynamical model, equilibrium point, matrix of linear
approximation, eigenvalues, bifurcation equation, business cycle.

1 Introduction

Toichiro Asada formulated in [1] a Kaldorian business cycle model in a small open
economy. He studied both the system of fixed exchange rates and that of flexible
exchange rates with the possibility of capital mobility. In this article we investigate
the Asada’s model which was introduced in [1] under fixed exchange rates. In this
case the Asada’s model has the form

Y=wlC+I+G+]-Y].a=0
K=1 1)
M =pA,

where

C=clY-TI+C.0<c=1,C =0,
T=1Y —-Tp0=t=1Ty=0

21 21 dl
i{— ICY, K.r). Iy —a¥3} 0. I _33? = 0L == 0,
;:L{‘f,r],bt-:ﬁ::- 0.L =_"<0, )

a1 a]
J=]0mly =5 <0]. =5 >0
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The meanings of the symbols in (1) and (2) are as follows: T - net real national
income, C - real private consumption expenditure, I - net real private investment
expenditure on physical capital, G - real government expenditure (fixed), T - real
income tax, K - real physical capital stock, M - nominal money stock, p - price level,
r - nominal rate of interest of domestic country, rf - nominal rate of interest of foreign
country, T - exchange rate (fixed), m* - expected exchange rate of near future (fixed),
] - balance of current account (net export) in real terms, Q - balance of capital account
in real terms, A - total balance of payments in real terms, o - adjustment speed in

goods market, B - degree of capital mobility, o B - positive parameters, and the

. dy di . dAM
meanings of other symbols are as follows, T = et K= o M= t-time.

In the whole paper we assume as well as Asada in [1] fixed price economy so that p
is exogenously given and normalized to the value 1. Asada assumes that the
equilibrium on the money market M = L{¥,r) is always preserved what enables using
Implicit-function theorem to express interest rate r as the function of ¥ and M

ar ar
r=r(Y,Mlry = =0y = BT 0.
Further we suppose that r¢ is also given exogenously because of the assumption of a
small open economy. Under these assumptions taking into account (2) and the explicit
expression for r the model (1) takes the form

¥ = alcl — DY + cTp4C, + (Y. K.r(Y, M) + G + (¥, 7 — Y]
K= I(Y, K r(Y,M)) @)
M =Y, 7T) + Blr(Y, M) — rgl.

In the whole paper we suppose that:

0] the model (3) has a unique equilibrium point E* = (¥*,K*,M*),Y* = 0,
K* = 0,M" = 0, to an arbitrary pair of positive parameters (a. BJ.

(ii) 0 < Iy + Lry < [1 — (1 — )] —Jy at the equilibrium point.

(iii) The functions in the model (3) have the following properties: the
function | is linear in the variable Y. The function I is linear in the
variable K and r. The function r is linear in the variable M. In the
variable Y the functions Lr are nonlinear, and have continuous partial
derivatives with respect to T up to the sixth order in a small
neighbourhood of the equilibrium point.

In [1] Asada found sufficient conditions for local stability and instability of the
equilibrium point. He studied how changes of the parameter ( affect the dynamic
characteristics of the model. Asada also showed utilizing reached results on the
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equilibrium stability the existence at least one parameter B at which the Hopf
bifurcation occurs.

In the presented article we analyse the question of the existence of business cycles
analytically. Stable business cycles can arise only in the case when the linear
approximation matrix of the model (3) has at the equilibrium point a pair of purely
imaginary eigenvalues with the third one negative. Theorem 1 gives sufficient
conditions for the existence of a pair of purely imaginary eigenvalues with the third
one negative. The bifurcation equation of the model (3) is very important for the
existence business cycles. Theorem 2 gives the formulae for the calculation of the
bifurcation coefficients in the bifurcation equation. About the existence of business
cycles in a small neighbourhood of the equilibrium point says Theorem 3.

2 The analysis of the model (3)

Consider an isolated equilibrium point E* = (Y*,K*.M*)LY* = 0, K* = 0,M* = 0
of (3).
After the transformation

Y, =Y-Y, K, =K-—K" M, =M—M",

the equilibrium point E* = (Y*,K*,M") goes into the origin Ei = (¥;.Ki. M} =
= (0.0,0). and the model (3) becomes

To=aledl — o0, + Y ) + T+ G + G+ 0, + Y57 +

1Y, + YK, + K ey, + Y M, + MY)) — (Y, £ 7]
K, =10Y, + YLK, + K5e(Y, +Y°.M, + M%) @)
M, =1y, + Y. + BLr(Y, + Y°. M, + M*) — ]

Performing the Taylor expansion of the functions on the right-hand side of this
system at the equilibrium point E; = (0.0,0) the model (4) obtains the form

T, =alel — oY, + LY, + kK, + LyY, + LeygM, +IyY, -1+

+7, (v, Ky, My, )
Ry =LY, + [gKy + LryYy + LMy + T (Y, K My (5)
My =JyYy + BryYy + BrygMy + To(Y,, M. B),

where the letter indices mean partial derivatives with respect to indicated variables
calculated at the equilibrium point E*, and the functions ¥,,¥,. ¥; are nonlinear parts
of the Taylor expansion.

The linear approximation matrix of the system (5) has the following form

Iy + Lry Iy Lry
Iy + Bry 0 Pry

alel — ) + Ly + Ly + 1y — 1] algy alry
Ala, ) = . (6)
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The characteristic equation of A(es, BJ is given by
2B +a, (B2 + a3, (. PA+ a3 (e, B) =0, )

where
a; = —traceA (a, B) = —{alcl — ) + Iy + Lry +Jy — 1] + Ig + By}

3, = sum of all principal second — order minors of Ala, B) =
= alglel — ) +Jy — 1] + Blgry + afry el — ) + Iy + Jy — 1] — alryly

3, = —deth (o, B) = —aflprylel —1) + ]y —11.

As we are interested in the existence and stability of limit cycles we need to find
such values of parameters o p. at which the equation (7) has a pair of purely
imaginary eigenvalues and the third one is negative. We will call such values of
parameters ., B the critical values of the model (3). We denote these critical values by
ag. Bo- Mentioned types of eigenvalues are ensured by the Liu’s conditions [3]

a; = 0,ay =0,3;3;, —a; = 0. (8)
The first inequality is satisfied under the condition (ii) for an arbitrary «. The second
inequality is satisfied on the base of the properties of the functions in (2). The
equation a;a; —a; = 0 gives

{D‘.[K[E(l - T] + l‘t’ - 1] + B[KI"M + HEI"[.I[E-{:L - T] + [‘t' + l‘t’ - 1] - Ex[rr[.ﬂy} x
¥ {alell — o) + Iy + Ly +Jy — 1] + Ig + Byt — aflgryle(l — o) + ]y — 11 = 0.
The equation 2,2; —a; = 0 can be expressed in the form

£, ()p?® + £,(a)p + f2(a) = 0, where
fla) =riglly + alel — o) + Iy + ]y — 11}

£2(0) = algry (2[c(l — o) + Iy + Jy — 1] + Lyl + Igry — arfil )y +
+atrylel — o) + Iy + Ly + Jy — 1l — 1) + Iy + Jy — 1]

f2la) = a®lylel —o) + Iy + Ly + Jy — 11l — o) + Jy — 1] — alrylylx —
—a’LrylyleQl — O + Iy + Lry + )y — 1] + alglc — o) + )y - 11

We see that for an arbitrary B exists & such that f, (&) = 0, &= 0.
Put Fla, B) = £, (a) + f,(a) g +£,(a) E—lz = 0.

Instead of B introduce y = %and consider an equation €{a.y) = 0. when
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- f; (a), Y=0
d:-{[x,‘f] - {f]_{II] + fz(ﬁ}’a" + faiu]?z’ Y*0.

We see that ®{a,y) = 0 is equivalent to Fla, B} = 0. Analyse ®{a,y) =0.
It holds:

1. @(@y=0=0

aelEy=0) _ dfy(Ey=0 dE(&y=00 = di(Ey=0) 5
da - da + da Y + da Y=

=rjlly —1+cll -l + gl =0

By Implicit-function theorem then there exists a function @ = fly) in a small
neighbourhood of y = 0 such that & = f{0) and ®{f(y).y) = 0.

We see that to sufficiently large By of parameter B there exists value @, of
parfameter a such that the pair (ag. B} is the critical pair of the model (3). The
following theorem gives sufficient conditions for the existence of a critical pair of the
model (3).

Theorem 1. Let the condition (ii) be satisfied. If parameter [ is sufficiently large,
then there exists a critical pair (cg. ByJ of the model (3).

3 Existence of limit cycles and their stability
According to the assumption (iii) the model (5) can be itemized in the form

Yj_ = Hj_l:[[Yrt [Tr"t' 1— {]; \l— E(l —L T] r—ﬁlv}]‘.[rl + [E{[{L + [I'PM ML] +
+oaly P+ aly Y 4+ aly Y 4 anﬂYll 5) -
Ky = Oy + Lry)Y, + gK, + Log M, + L7 Y2+ 21772 +
104

+ ¥+ 0y %) 9)
M; = (Bry +Jo)Y; + BrogM, + 2 Bry) Y2 +

1 (3 1, [
+oBry Y+ Bry Y7+ 00Y,[°),

(2 _ 2%ET (m _ 2%MET) (&) _ 3*UETD
where Iy v T e v T

Consider a critical pair (ap.Bp) of the model (3). Let as investigate the behavior
of ¥,.K; and M, around the equilibrium E; = (0.0.0) with respect to the parameter
a o€ (oy— s 0y + el.e > 0, and the fixed parameter B = Bq.

After the shifting «y into the origin by relation «; = a—ay, the model (9)
becomes
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¥ = aplly + Lry — {1 — el — o) — Y, +aplgK; + aploryM; +
+ly + Lry — {1 — (1 — 1) — Jy}lY oy + gKyay + Lry My +

oV + Ve + Sl VR + I Ve +

+ el Y+ 05 ) (10)
Ky = (Iy + L)Y, + g, + Ly M, + 517 Y2 + 2157 ¥2 +

+10YE + 0
M; = (Bory + Jp)Y, + BorgMy + 5 Bory” Y7 +

F2Bory ¥P + - Bory Y 4 05(¥,),

Denote the eigenvalues of (6) as
Ay = tla B) + iwla B) Ay =1l B) —iwla B Ay = A3 (o B)

and put Ay = feag.dy = —itag, wy = wlag, Byl Agg = Aq (ag, By
Express the model (10) in the form

i = Aoy, B Jx + Y(x, ay ),

T 1
M, T,

Consider a matrix M = (mi]-), i,j = 1,2.3, which transfers the matrix A(eag. By into
its Jordan form J, and its inverse matrix M~* = (mj*).

where

Y
By the transformation x = My, y = ([{2), we obtain
M
¥y=Jy+Fly, al (11)
it 0 0
where ]=(D —iw 0 )
0 0 Aag

Fiya))y  (mi¥+mp T +mph _ _
Fiy,o,) = | Fo{y.ay) | = | mzi¥y + mzd ¥, +mzd¥, |, K, =Y, F,=F,, andF;
Fy(y. a,) mai Ty + ma ¥, +ma T
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is real (the symbol " — " means complex conjugate expression in the whole paper).
Further, we perform a polynomial transformation

y=u+ h[Yg.- [{g.- D'-j_}.- (12)

¥y hy (Vy, Kqcy)
= (ﬁ;) b= hy (V3. K5, @) | where by (Y, Ko, @), = 1,23, are nonlinear
3 he (Vo Ko, ey

polynomials with constant coefficients of the kind

[m Mg s ) m o™
h’J[YE’ Ka. “‘1} Emi +Mmy +my= I myel1d T Ynh : oy K
] - 1.12.13.1 hz - hj_

Theorem 2. There exists a polynomial transformation (12) which transforms the
model (11) into the form

T =iw, ¥y + 8, oo, + 8, Y7K; + U (¥, Ko Mg, e, ) + U (0, Ko My, &)
K, = —iwgKy + 5,Kyay + 5, K2 + 0° (Y, Ky My, @) + U° (Y, Ky My, )
Mz = Ago My + V° (Y5, Ko My ) + V7 (¥, Ko, Mg, ), (13)

where U* [Yg.- Kg.- 0, D'-j_} =V [Yg.- [{g.- 0, ﬂ'-j_} =0
5

u* (1.,.' oy Yz, o/ 0ty Kgoyfty My, ”—1) = (1." ﬁj.) 0(Y,. K. Mz, ety ),
5

‘U"(,\,u oy Yooqf 0y Kguyf oy My, '11] = [1.' '11.) VIYs, Ka My, ),

and T, ¥ are continuous functions.
The resonant coefficients &; and &; in the model (13) are determined by the
formulae

8, =8, =m0y + ry — (1= =) ey + b + b
(z,1.0] - (1,100 (1,100
8 =& mnl[z L] [v m,_,_m,_z + g ['r m,_,_[ my, by +myh +
1,100 (2,0,00 (20,00 20,00
+m13h ] + D’-n[v Mmyg (mnh + myh; + myzh, )] +
(1,100 (11,00
[ nmj.z‘l' [v my, (my;hy +myzh; +
L1 :L.DJ 20,0 (2,0,00 (20,00
+m,zhy ) + [ m,_z[mnh + my by + my-hy, )]
(2 (1,1.00 (11,00
tmyg [ En"v miym;; + Bory mn(mnh +my;hy +
1,1,00 12,0,00 (20,00 (2,0,00
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hillm = _ﬁmnmu {ﬁnI'E'!jmz_il"‘ I‘E'ﬂm:T:L + an":'ﬂmﬁl}
h;!'n'm = "i:'u mii{unl{:-ﬂm:‘f + I‘E'ﬂmz_:j' + an":'ﬂmﬁl}
h;“‘m = _ﬁmumu {HDI'E'ﬂmz_ii‘l' I‘E'ﬂmz_:i + Bnr‘:'ﬂmz_zi}
h;:_n_n) = ﬁ mii{cxnl‘:.ﬂ mai + I{:.ﬂm!'!j' + By r'.E.ﬂm!'!i}.
Proof. The unknown terms hj!:m"m:'mgj,j =1,2.3, and the resonant terms &,, &, can

be found by the standard procedure which is described for example in [2]. As the
whole process of finding them is rather elaborated we do not present it here.

In polar coordinates ¥, = re'®, K, = re~® the model (13) can be written as

= rlar® + ba, )+ R (r.p. My, a0, ) + B (r. p. M5, 1, )
= wp + ooy +dr? + % [ (r . Mg, o) + 2°(r, . Mg, @, )] (14)
My =AMy + Wil o, My, ) + W ip, Mgy )

where 2 = Ref;, b = Red,. The equation
ar? + ha, =0

is the bifurcation equation of the model (14). It determines the behaviour of solutions
in a neigbourhood of the equilibrium point of the model (5). Utilizing the results from
the bifurcation theory [3] we can formulate the following theorem.

Theorem 3. Let the coefficients a,b in the bifurcation equation exist.
(1) If a = 0 then there exists a stable limit cycle for every small enough a; = 0,
if b is positive and for every small enough oy <= 0, if b is negative.
(2) If a= 0 then there exists an unstable limit cycle for every small enough
oy = 0, if b is positive and for every small enough w; = 0, if b is negative.
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Abstract. The aim of this paper is to examine the annual trends of EU-SILC
cross-sectional indicators. It reveals the effects that may the applied rotational
sample design have on measured and reported annual changes. We suggest and
demonstrate a new methodology of decomposition of the actual measured
interannual difference of indicators into several effects and study in detail how
changing sample (i.e., attrition and incorporating of a new sample replication),
changes in responses and different cross-sectional weights affect step by step
the indicators. The decomposition methodology is applied on the Czech 2005 to
2006 EU-SILC data.

Keywords: annual trends, panel attrition, EU-SILC, rotational panel.

1 Introduction

European Union—Statistics on Income and Living Conditions (EU-SILC) is a
harmonised survey compulsory for all EU Member States and EEA countries and it
provides data suitable for cross-country comparisons. The survey is designed as a
four-year rotational panel in most covered countries.® This means that information is
collected for four consecutive years for each sub-sample of households (usually called
sample replication). Each annual sample consists of four such replications, one of
which is dropped every year (households surveyed for the final, fourth time) and a

! For more information on the EU-SILC design issues see [4]
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one of which are new households sampled for the first interviews. The questionnaire
collects information on sampled households (mainly information on living conditions
and material deprivation) and on individuals living in these households (individual
and job characteristics, wages, income, social allowances etc.).

The EU-SILC provides us with cross-sectional as well as longitudinal datasets. The
two subsequent annual cross-sectional samples include an overlapping part of the
sample—the sample replications carried forward from the previous survey year.
These households which are present in both subsequent cross-sectional samples are
further referred to in this paper as core households. This part of the sample is also part
of the cross-sectional sample used for the estimation of annual cross-sectional
indicators based on the EU-SILC data. The aim of the present paper is to take a closer
look at what effects this feature of the annual EU-SILC samples may have on these, in
principle cross-sectional, indicators—particularly on their measured and reported
annual trends.

Cross-sectional indicators should reflect the annual change of households’ situation
at a national level. However, the interannual change of cross-sectional indicators’
values consists not only of the effect of different conditions in households in terms of
changed households’ responses but also of several other effects: the composition of
the cross-sectional sample changes in two subsequent years in several ways (e.g., the
attrition and incorporation of new sample) and the data are weighted by cross-
sectional weights assigned to the households, which usually differ each year. The aim
of this study is to reveal the components of annual trends of cross-sectional indicators
and to decompose the annual change into several effects. We will focus our analysis
on trends of selected categorical EU-SILC variables (material deprivation items) and
study to what extent they may be affected by the design of the EU-SILC sample.

The rest of this paper is organised as follows. The next section provides a sample
design overview and depicts the survey sample changes between two consecutive
years. The decomposition methodology of the annual change is outlined in section 3
and decomposition results for annual change between years 2005 and 2006 in the
Czech Republic are presented in section 4. The main findings are summarised in
Section 5.

2 Sample design?

This study focuses mainly on annual trends of indicators in Czech Republic in 2005 to
2006. The Czech rotational panel in this period was designed in such a way that all
first-wave households continued in the survey for four consecutive years, i.e. from
2005 to 2008°. In 2006 a group of new households was added and remained in the
survey until 2009. Therefore, there were two groups of households participating in

Fora general introduction to longitudinal sample designs see for example [1] or [2]

% Each year one new group of households joins the survey for four consecutive years. The
rotational design was fully functional in 2008 when the cross-sectional dataset consisted of
four sub-groups of households.
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2006, one for the first time and one for the second time. The solid part of Scheme 1
depicts the sub-samples examined in this study.

Scheme 1. Rotational design in the Czech Republic

2005 2006 2007 2008 2009

1 2 3 4
1 2 3 4
1 2 3
1 2

Any cross-sectional annual change of indicators is determined mainly by values
responded by households continuing from previous year, called core households here,
and by new households. However, adding the new households is not the only change
of survey sample that can occur between two subsequent years. Scheme 2 describes
all the possible households’ statuses that can arise between two consecutive years.

Number “1” indicates the core households that continue in the survey from 2005 to
2006. “2” determines households that responded in 2005 but refused to respond or
were not contacted in 2006. Out-of-scope households are labelled “3” and contain
households whose all members moved into some institution or out of country, died,
households that disappeared by fusion of two sample households, and households that
do not contain sample persons anymore. According to the sample design, there are
households that are dropped—called “4”. In the Czech sample, a sample replication
was dropped first in 2009; therefore, households of group “4” do not occur in the
present study. However, this group of households has to be mentioned for general
purposes and, moreover, a sample replication can be dropped earlier in some
countries depending on their sample design for initial years. Therefore, “2” plus “3”
plus “4” represent households that dropped out of the 2005 sample.

On the contrary, “5” plus “6” plus “7” denote households added to the sample in
year 2006. A split-off household (“5”) split from a household that responded in 2005
and so created a new household in the sample. Re-contacted households (“6”) are
households that were successfully surveyed two years ago but were not contacted last
year. Even then such households are kept in the panel and surveyed in current year.
Apparently, re-contacted households cannot occur before a third year of the survey.
These households thus emerge first in 2007 while they could not exist in 2006 in the
Czech survey. Therefore, they are not involved in the present study. Finally,
households labelled “7” are new households incorporated to the sample in 2006 (the
new sample replication added in 2006).
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Scheme 2. Interannual change of sample

Non-response

(refused, non-contacted, lost
households)

2005 2006
1 1
Core Core
(continuing households) (continuing households)
2

X

3

Out-of-scope
(entire household moved into institution
or out of country, died, disappeared by a
fusion, does not contain sample persons
anymore)

4 (not available in CZ)

Dropped
(dropped sample replication)

X

5

Split-off
(households split from 2005 sample
households)

6 (not available in CZ)

Re-contacted

(households that responded in 2004 and
non-contacted in 2005)

7

New sample
(new households)

The analysis will further deal mainly with indicators of material deprivation. The
values recorded in 2005 and 2006 will be compared and contribution of particular
group of households to the total inter-annual change of the indicator will be analysed.
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3 Methodology of decomposition

The measured annual change of cross-sectional indicators’ values from rotational
design samples consists of many effects: the sample composition changes in two
consequent years, actual values reported by respondents in the core overlapping part
vary from one year to the next, and different cross-sectional weights are assigned to
households in each year. Majority of households surveyed last year forms a core of
the sample and continue in the survey in the current year while some households
disappear from the sample due to non-response, by getting out of scope of the
surveyed population, or by being dropped from the sample. New split-off households
appear in the sample, some households from the year before last are re-contacted and
a new sub-sample of households is added—as outlined in the interannual change
scheme (Scheme 2).

The total annual change of cross-sectional indicators’ values can therefore be
decomposed into several effects according to these annual changes. A progressive
change of an indicator can be followed by altering either the structure of the sample,
cross-sectional weights, or recorded values. Scheme 3 depicts the decomposition of
cross-sectional change of indicators into these several effects.

The first column of Scheme 3 represents the actual cross-sectional values: the
values responded in 2005 by all participating households in the 2005 cross-sectional
sample (core households, households that did not respond next year, household that
went out of scope in 2006, and households that were dropped in 2006) weighted by
2005 cross-sectional weights. This sample composition corresponds to the actual
reported value of cross-sectional indicators from the 2005 survey. The second column
covers only values responded in 2005 by core, non-response, and out-of-scope
households weighted by 2005 cross-sectional weights. Columns one and two would
only vary in excluding responses of households dropped from the sample in 2006.
Thus, the difference between the first and second columns in Scheme 3 would
represent the effect of dropped households on the annual change of an indicator.’
However, a sample replication was dropped first in 2009 in the Czech Republic.
Therefore, this effect will be excluded in the section 4 describing the decomposition
of indicators in the Czech Republic between years 2005 and 2006. Thus, the first and
second columns in Scheme 3 would be actually the same in the Czech data in this
period.

The third column includes only values responded in 2005 by core and non-
response households weighted by 2005 cross-sectional weights. Therefore, columns
two and three only vary in excluding responses of households that were out of scope
in 2006. The difference between the second and third columns in Scheme 3 represents
the effect of out-of-scope households on the annual change of an indicator.®

* Not applicable in the Czech Republic in this period.
® More precisely, this effect is in fact “an effect of excluding dropped households”.

6 Again, it would be more precise to call this effect as “an effect of excluding out-of-scope
households”.



320 Martina Mysikova, Martin Zeleny

Scheme 3. Decomposition of cross-sectional change of indicators

1 = 2 = = 4 =
year: 2005 2005 2005 2005
sample: core core B Core = core -
4— D [&]
3 E non- 5 2
non-response = non-response pt P 5
o L response 3 -
ko] o S @
out-of-scope @ | out-of-scope 2 2 2
o - $ o
dropped o Q i &
(all) S c
weights: 2005 2005 2005 2005
5 = 6 = 7 = 8 = 9
2006 2006 2006 2006 2006
core - core - core I core 8 core
3 3 , = . b= .
= = split-off et split-off @ split-off
) [) 3 @
2 = S re-contacted =3 re-contacted
S 2 E 5 |
'S = S 4 new sample
= 2 3 = P
& 2 (all)
2005 2006 2006 2006 2006




The Decomposition Methodology of the Annual Change of Cross-Sectional ... 321

The fourth column in Scheme 3 compared to column three does not include the
values responded by households not responding anymore in 2006 (refusals, non-
contacts or other reasons for non-response). The difference in estimates between the
fourth and third columns can be attributed to the “non-response effect”.” The fourth
column covers only core households’ responded values reported in 2005 and weighted
by cross-sectional weights originally assigned to these households.

The comparison of columns five and four depicts the effect of actual change of
core households’ responses from one year to the next—"“responses effect”—since it
shows how the core households responded in 2006 compared to 2005 using the same
cross-sectional weights. Or, more precisely, it indicates what would have been the
result in the sample of core households in 2005 if these households had responded
like they later did in 2006.

Subsequently, weights are changed in such a way that from column six onwards
cross-sectional weights of 2006 values are applied. Hence, the difference between
columns six and five in Scheme 3 stands for the effect of weights caused by the fact
that the cross-sectional weights for the core households are generally not identical in
years 2005 and 2006.

In the three last columns in Scheme 3, the sample is extended with the remaining
groups of households—those, who were not part of the cross-sectional sample in
2005. Moving from column six to column seven, the sample includes also split-off
households newly created in 2006. Therefore, the “split-off effect” is captured.

Re-contacted households (households that would have responded in the year before
2005 but would not have in 2005 and would have re-joined the sample in year 2006)
are added in column eight. The difference between columns eight and seven then
shows the “re-contacted effect”. Re-contacted households cannot appear before third
year of the survey. In 2006, there was only second year of the EU-SILC survey in the
Czech Republic. Therefore, the re-contacted effect could not exist in the applied
period and thus will be excluded in section 4, which depicts the decomposition of
indicators in the Czech Republic between years 2005 and 2006. Thus, the seventh and
eighth columns in Scheme 3 would be actually the same in the Czech data in this
period.

Finally, last column includes also responses of households newly added in 2006—
the new sample replication surveyed for the first time in 2006. Their inclusion into the
sample changes the sample composition and the estimates—here, the “new sample
effect” is captured (the difference between columns nine and eight). This means that
the last column—column nine—finally contains actual cross-sectional sample in 2006
since all 2006-households are included, their reported values in the 2006-survey
guestionnaire are used and the 2006-cross-sectional weights are used. The indicator
value arrives at its final destination—the actual value estimated from the 2006 cross-
sectional sample. The difference between columns nine and one corresponds to the
actual annual change in the indicator’s value—the difference between the 2006 and
2005 cross-sectional indicators.

’ Similarly to the previous effects, the effect of non-response could be called *“an effect of
excluding non-response households”.
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4 Decomposition results 2005 versus 2006

The Czech survey sample contained 4351 successfully interviewed households in
2005 and 7483 successfully interviewed households in 2006. Figure 1 shows the
structure of 2005 versus 2006 sample. 87.6% of the 2005 households were the core
households those included also in the 2006 sample. 11.2% of households did not
respond next year and 1.2% of the households were those that went out of scope. The
core households created only one half (50.9%) of households included in 2006. The
split-off households represent only 0.5%. There was a substantial part of new sample
replication households in 2006 (48.5%).

2005 2006
e \\\
3631;
« .
3812; :
87.6% /
\/ \\\ 7
40; 0.5%
Oooe  Enon-response Doul-ol-scope Ocore Msplit-oft Onew sample

Fig. 1. Structure of 2005 versus 2006 sample
Source: National EU-SILC 2005 and 2006.

This sub-section describes first the annual cross-sectional trend decomposition
using several examples of categorical indicators of material deprivation. The
indicators are the percentage shares of households having particular problem. Here,
the core households may switch between the categories “yes, we have this problem”
and “no, we do not have this problem” in their responses between the two years.

The actual published cross-sectional indicator of “damp flat” (EU-SILC variable
HH040®) in 2005 in the Czech Republic is depicted by first column in Figure 2—
estimated 19.91% of households had a problem with various kinds of technical
conditions of their flat. Starting at this point the indicator followed its imaginary path
described in previous section to its 2006 cross-sectional published value—20.19%,
the value represented by last column in Figure 2. Therefore, the total annual change of
this indicator is an increase of the share of households suffering from living in a damp
flat by approximately 0.3 percentage points.

Excluding the out-of-scope households caused a growth from 19.91% to 20.00% of
this indicator (see second column in Figure 2), the result of the fact that within the

8 The recommended question wording for this variable is: Do you have any of the following
problems with your dwelling / accommodation? - a leaking roof, - damp walls /floors/
foundation, - rot in window frames or floor.
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excluded group of out-of-scope households a significantly lower share of households
responded “yes” to this material deprivation question (11.99%). However, the number
of out-of-scope households is very low and therefore there was only moderate
influence of their responses on the indicator’s value. Exclusion of the non-response
households showed a similar effect a further increase from 20.00% to 20.15% was
caused by a lower share of households with the problem within the now excluded
group of non-respondents (their share of “yes” responses to this material deprivation
question was 18.93%).
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20.00 _20.15 2019 02

20.0 19.91
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17.5
09
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Fig. 2. Decomposition—HHO040: Leaking roof, damp walls/floors/foundation, or rot in window
frames or floor (households with the problem as a % of total households), 2005x2006

Source: National EU-SILC 2005 and 2006.

Note: For caption, see Scheme 3. The question was whether, in the judgement of the household
respondent, the dwelling has a problem with a leaking roof, damp ceilings, dampness in the
walls, floors or foundation or rot in window frames and doors.

The effect of responses showed interesting results, it caused a rather significant
drop of the indicator from 20.15% to 18.15%. Thus, there occurred a noticeable
change of responses from “yes” to “no” within the core households between the two
years. Actually, there were considerable shifts in both directions: 314 (8.2%) core
households changed the response from “yes” to “no” while 226 (5.9%) of them
changed the response in the other direction—from “no” to *“yes”. 85.5% of core
households provided the same response in both years: 465 (12.2%) core households
had the problem in both years while 2807 (73.6%) had the problem neither in 2005
nor in 2006. Only 59.7% of core households that had this problem in 2005 confirmed
to have this problem also in 2006. 7.5% of core households that had not this problem
in 2005 reported newly the problem in 2006.°

The effect of weights further lowered the indicator to 17.92%. Also adding the
split-of-households caused a slight decrease to 17.82%—despite their low number,

® The percentages of core households changing or sustaining their responses stated in the whole
text are unweighted.
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their influence is strengthened by the very low value of the indicator in this specific
sub-group (only 8.55% responded a problem with a damp flat).

Finally, the decreasing trend was overbalanced by the effect of new households
and the indicator rose from 17.82% to 20.19%. Therefore, the total annual trend was
increasing. 22.74% of new households responded to have a problem with a damp flat
compared to just 17.92% of core households in 2006. It seems that households
included for the second time in the survey are more optimistic while the new
households exhibit more often a negative opinion. The question for further research
would be whether the optimism of households rises also in the third year of their
participation in the survey.

Similar “negativism” of new households is also present in the indicator of
problems with “a dark dwelling” (EU-SILC variable HS160). The effect of new
households worked towards an increasing trend although in this case not sufficiently
strongly to overbalance the previous rather decreasing effects (see Figure 3). 5.26% of
new households themselves responded a problem with a dark dwelling compared to
just 4.15% of core households in 2006.

The out-of-scope and non-response effects lowered the indicator. 10.88%
households within the group of out-of-scope households had a problem with a dark
flat, within the non-response households it was 7.37%. Therefore, exclusion of these
groups of households from the sample lowered the indicator.

6.0
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Fig. 3. Decomposition—HS160: Problems with the dwelling: too dark, not enough light
(households with the problem as a % of total households), 2005x2006

Source: National EU-SILC 2005 and 2006.

Note: For caption, see Scheme 3. The question was whether the respondent feels “the dwelling
to dark, not enough light” to be a problem for the household.

The effect of responses significantly decreased the indicator. The results for core
households were 5.43% in 2005 and 4.06% in 2006 (see third and fourth columns in
Figure 3). Therefore, there was a shift from “yes” to “no” responses within the core
sample households continuing in the survey between the two years also for this
material deprivation indicator. Despite relatively small share of core households
suffering from living in a dark flat 3.1% of core households changed their responses
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between the two years—2.1% from “yes” to “no” and 1.0% from “no” to “yes”. Only
58.0% of core households having this problem in 2005 confirmed to have the problem
also in 2006.

The annual trend of an indicator of “ability to keep home adequately warm” (EU-
SILC variable HH050) indicates similar main features: the overall trend shows a
decrease, the effect of responses lowers the indicator substantially, and the effect of
new households increases it (see Figure 4). As far as the stability of core households’
responses between the two years is concerned, 8.4% changed the response (4.8% from
“unable” to “able” and 3.6% from “able” to “unable”) and 55.9% of core households
that was unable to keep home warm in 2005 reported being unable to manage that
also in 2006.
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Fig. 4. Decomposition—HHO050: Ability to keep home adequately warm (not able households
as a % of total households), 2005x2006

Source: National EU-SILC 2005 and 2006.

Note: For caption, see Scheme 3. The question was about ability to pay to keep the home
adequately warm.

The indicator of “capacity to face unexpected financial expenses” (EU-SILC
variable HS060) shows decreasing effects until the new households are added.
However, their slight growth effect from 40.84% to 41.29% does not override the
overall annual decrease of the indicator (see Figure 5—Ilast column of “unexpected
expenses”). The effect of responses displayed a sizeable drop of the indicator since
there was a general shift in responses from “incapable” to “capable”. However, there
was again a considerable instability of responses between the two years: 11.6% of
core households changed the response from “incapable” to “capable” and 9.2% from
“capable” to “incapable”. Only 79.2% of core households responded same answer in
both years (32.3% incapable and 47.0% capable) and only 73.6% of core households
that were incapable to face unexpected expenses in 2005 were incapable to face them
also in 2006.
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Fig. 5. Decomposition—HS060: Capacity to face unexpected financial expenses and HS040:
Capacity to afford paying for one week annual holiday away from home (incapable households
as a % of total households), 2005x2006

Source: National EU-SILC 2005 and 2006.

Note: For caption, see Scheme 3. The question on unexpected expenses was whether, according
to the household respondent, the household can face itself unexpected financial expenses. The
question on holidays was about ability to pay, regardless of whether the household actually
want the item. The answer was “yes” if, according to the household respondent, the household
can afford to pay for a week’s annual holiday away from home.

The annual trend of the indicator of “capacity to afford paying for one week annual
holiday away from home” (EU-SILC variable HS040) was also decreasing (see the
right side in Figure 5). The out-of-scope effect, i.e. excluding the out-of-scope
households, caused a slight decline from 41.99% to 41.71%. The non-response effect
caused a growth of this indicator (from 41.71% to 42.19%) since the indicator within
the non-response group stood only at 38.35%.

The effect of changed responses of the core sample was very strong—the indicator
dropped from 42.19% to 38.54%. Core households that changed the response from
“cannot afford” to “can afford” represented 9.6% while 6.0% of core households
changed the response in the opposite direction. The share of households that provided
the same response in both years was rather low (84.4% of core households); 33.6% of
them could not afford a holiday in both years. 77.9% of core households that could
not afford a holiday in 2005 could not afford it also in 2006.

The weights and split-off effects further slightly lowered the indicator. Interesting
is that also the effect of new households was moderately declining. Adding the group
of new households in the sample lowered the indicator from 38.03% to 37.84%.
Among the new households themselves the share of households that cannot afford to
pay for holiday was even slightly lower (37.64%) than among the core households
(38.14%) in 2006—a different pattern than for previous indicators.

All the above-mentioned indicators were more of a subjective nature, largely based
on household respondents’ opinion and/or feelings. The next group of indicators
consist of items of material deprivation that are based on possession or enforced lack
of some household amenities and durables rather than on judgement of households’
situation.
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Figure 6 depicts examples of such indicators based on the possession of basic
household amenities. The shares of households living without a bath/shower and
without a toilet (EU-SILC variables HH080 and HHO090, respectively) were very low
and further declined between the two years. The particular effects were almost
negligible. The responses of core households were, quite naturally, very stable. The
most significant drop occurred due to adding the new households in the sample as
shown in last columns in Figure 6. The shares of households living without a
bath/shower and without a toilet were only 0.9% within the new household sample.
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Fig. 6. Decomposition—HHO080: Bath or shower in dwelling and HH090: Indoor flushing toilet
for sole use of household (households “without” as a % of total households), 2005x2006
Source: National EU-SILC 2005 and 2006.

Note: For caption, see Scheme 3. The question on bath was whether the dwelling has proper
room with a bath or a shower.

The indicators of enforced lack of telephone, TV and washing machine (EU-SILC
variables HS070, HS080 and HS100, respectively) are similar examples of decreasing
annual trends with declining effects of new households (see Figure 7). The effect of
responses in case of washing machine worth mentioning since it caused an increase of
this indicator. Although the share of households that cannot afford a washing machine
is very low approximately one percent of core households changed their response (22
core households (0.6%), could afford/possessed a washing machine in 2005 but could
not afford it one year later, while 17 core households (0.5%), could not afford it in
2005 but could afford it/possessed it in 2006).

The most apparent differences between the “subjective indicators” and “indicators
of enforced lack” are: (i) the effect of responses does not change the indicators to such
a large extent and (ii) the effect of new households lowered the indicators in case of
the “indicators of enforced lack”.
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telephone TV washing machine

Fig. 7. Decomposition of indicators of enforced lack of durables, based on: HS070: Do you
have a telephone (including mobile phone)?; HS080: Do you have a colour TV?; and HS100:
Do you have a washing machine? (households that do not possess the item and cannot afford it
as a % of total households), 2005x2006

Source: National EU-SILC 2005 and 2006.

Note: For caption, see Scheme 3. The question was whether the household have the item
(telephone, including mobile phone; TV; washing machine) or whether the household does not
have the item because it cannot afford it (enforced lack) or for other reasons. The percentage of
households that do not possess the item and cannot afford it is shown.

5 Conclusion

This study focused on annual cross-sectional trends of indicators in EU-SILC
survey. It aimed to reveal what is behind the annual change of indicators: what is
caused by actual change of responses of surveyed households and to what extent are
the results influenced by the different structure of the sample and weights in each
year. We proposed a decomposition method that shows how the value of an indicator
in year N-1 moves to its value in year N and follows its imaginary path through
various effects. We suggested several effects that consist of the impact of change of
reported values by households present in the sample in both subsequent years and also
of the impact of the change in sample composition between years N-1 and N (e.g.,
attrition and incorporation of a new sample replication) and of the impact of different
cross-sectional weights. If some extraordinary or unexpected annual change of an
indicator occurs this method enables to detect the main source of such a change.

Regarding the results of decomposition conducted with the use of Czech EU-SILC
2005 and 2006, we can conclude some general features. Majority of the indicators of
material deprivation based on household respondent’s judgement of the households’
situation proved that the overall annual trend was decreasing, the effect of responses
lowered the indicators the most and the effect of new household increased the
indicators in most cases. The most interesting seems to be the fact that without
incorporating of the new households in the sample the annual decline would be more
apparent. The effect of new households even overbalanced the decreasing trend of all
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other previous effect in case of “damp flat” such that the overall trend of this indicator
between 2005 and 2006 was increasing.

The indicators of material deprivation that were based on enforced lack of basic
amenities and durables rather than on judgement of households’ situation displayed
rather different features: (i) the effect of responses did not change the indicators to a
great extent and (ii) the effect of new households showed a general tendency to lower
the deprivation indicators in case of the “indicators of enforced lack”.
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Abstract. In this paper the approximation of stop-loss premium for the
compound Poisson distribution will be considered. When the claim size
distribution is known, we can compute stop-loss premium by using the
recursve method. If we don't know this distribution, we can use the
approximation of the aggregate loss distribution to compute the stop-loss
premium. In literature various approximation are described. In this paper
severa of them are compared for light tailed and heavy tailed clam size
distribution.
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1 I ntroduction

In order to protect oneself against large individual clams or against the
fluctuation in the number of claims the insurer takes out reinsurance cover for his
insurance portfolio. The aggregate claim amount is shared between the cedant and the
reinsurer. The expected cost of this insurance is called the net stop-loss premium and
is defined

7(d)=E[(S-d).], 1)

where Sis the aggregate claims amount with support [0, «) , d isthe retention.
The aggregate claims amount of the insurer portfolio is defined by

S=X + X, +...+ X,

where the number of claim N is a random variable, the individual claims X; are
independent and identically distributed and the random N and X; are independent. In

this paper we consider the calculation of the stop-loss premium, when the aggregate
claims amount has the compound Poisson distribution, i.e. if N is Poisson distributed.
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If the aggregate loss distribution is discrete, the stop-loss premium can be
calculated

a(d) =, (x=d) f5(s) =2 [1- Fs(9)]. @)

x>d x>d

for continuous distribution the stop-loss premium is given by

7(d) :T(S—d) fS(S)dS:T[l— Fs(s)]ds, (3)

where fg(s) is the probability density or the probability function of aggregate claim
amount and F¢(s) isthe distribution function of S.

2 Computation of the Stop-loss Premium
In order to compute the stop-loss premium we can determine the distribution of
the aggregate claims amount S. When we know the claim size distribution we can use

the recursive method. If we don’t know this distribution, we can approximate the
density f,(s) by a function that uses the mean, variance, skewness of S For the

compound Poisson distribution with parameter A the first three central moments of S
are equal to

E(S) = E(N)-E(X) = AE(X),
V(S) =V(N)-(E(X))* + E(N)-V(X) = AE(X?),

E[(S-E(9))° |=E[(N-E(N))* [(E(X))’ +
+3V(N)E(X)V (X) + E(N)E[ (X - E(X))* | = AE(X?).

These parameters can be calculated without knowing the probability density function.

Application the Panjer’s Recursion

If the individua claim X, is a discrete arithmetic random variable with
probabilities p(x) and N has Poisson distribution with parameter 4 , then

f5(0) =& 0
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1 S
fs(s) =;Zﬂhp(h)f(5— h). ©)
h=1

Applying the Panjer's recursion, the stop-loss premium can be calculated
recursively (see[1], [2], [3]). For integer retention d we have

7(d) = z(d -1) -[1- Fs(d -1)]. (6)

Application of the Normal Approximation

If the skewness of the aggregate claims amount is equal to zero then the
compound Poisson distribution can be approximated by a normal distribution with
mean E(S) and standard deviation D(S), i.e. S~ N(E(S),D(S)). If T~N(0,1

then S=D(S)T + E(S) and the stop-loss premium with the retention d isequal to

7(d) = E[(S—d).]= E[(D(9T + E(5) - d).] =

- D(S)EHT—d_E(S)] }
D(S) ),

Sincefor T ~ N(0,1) we have

E[(T -1),]=¢(t) -t[1-¢(1)],

hence the stop-loss premium approximated by normal distribution is equal to (see[3])

(d) = D(S)q{d - E(S)j— (d— E(S)) {1—@[" - E(S)ﬂ, @)

D(S) D(9)

where ®(x) is the standard normal distribution function and ¢(x) is the standard
normal density function.

Application NP-approximation

If the skewness of the aggregate claims amount Sis small, i.e. 0< y, <lwe can
use the NP- approximation. This approximation states that
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p(S—E(S)stw(J%T—Xl—iJ for x=1.
D(S) S rs s

Since the random variable Sis approximated by normal distribution, we have

7(d) = E[(S—d).] = E[(D(9T + E(S) -d).] =

= D(S)EHT _a- E(S)j } :
D(S) J,

where E(T)=0, V(T) =1, y > 0. For random variable T and

w(k) = /i 6—k+1—§ for k>1,
oy I

we obtain

E[(T-K), | =a(w(k)+ %w(k)¢(w(k)) —d[1- o(w(k))].

Finally, the stop-loss premium for the NP-approximation is equal to (see[1], [3])

7(d) = D(S) [(/ﬁ(W(d)) + 7—65W(d)¢(W(d)) —d[1- CD(W(d))]} ,

where w(d):\/%+w+l—i.
s  D(ys 7s

Application of the Trandated Gamma Approximation

Let the aggregate claim distribution have a form of S=Z + x,, where Z has the
gamma distribution with, i.e. Z ~ gamma(e, S) . Hence, the cumulative distribution
function F(s) can be approximated by the gamma cumulative distribution function
G(s—X,; ¢, B) . The parameters «, f and x,are chosen in such way that the first

three moments of Sand Z + x, agree. Hence

i _ 2 ZD(S)
7/5’ p 7/SD(S)’ =5~ Vs

o=
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where y is the skewness of S For the translated gamma distribution the stop-loss
premium has a simple expression (see [1], [3])

7(d) =%[1— G(d =%, a +1 B)] = (d = x)[1-G(d - Xy, @, B)],

where G(x,a, f) isthe gamma cumulative distribution function

Application of the Gaussian Exponential Approximation

For a random variable S, when taking values in [0,o0), with the continuous
distribution Fg(s) and afinite mean E(S), the failure rate is defined by

h(9) =<1 Ex(9). ®

and the mean residual life function

()

m(s) = E[S—s|S> ] = ()’

where F(s) =1~ F4(s)isthe survival function. These two function are related by

h(s) = 1+ m'(s)

m(s)
and m'(s) isthe derivative of the mean residua life function. The cumulative failure
rateis given by

dt m(s)
H(s) = '[h(t)dt j (t)+|n[mj. 9)

Derived from 8 we have

Fs(s) =exp {—j h(u)du} =exp{-H(s)}.

To make use of 9 the survival function is equal to
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ms) L 3 mt)

Ifs(s)zﬂ.exp[ [ j (10)

where m(0) = E(S) . For a discrete arithmetic compound Poisson distribution, the
reciprocal of m(s) is approximately linear and for high values of s the m(s) is
constant. Hence (see[2])

1 , 0<s<sg,,
m(s) = E[S—s|S>§] = azﬁs (11)
’ 82%1
a+ s,

where 0< <a®. To make use of 10 and 11 we finaly obtain that the survival
function of Sisequals

a+[ﬁ]2.i o _a.i_l(ﬁ.ij | 0s<s<s,
_ n) EO® ES 2\n EO
Fs(s):

_ S-S
Fs(so>~exp[+[m(so)D, s>,

2
where a = F,(0)=1-¢e*, ={3j , n>1. Since the mean residual life function
n

m(s) = 2

Fs(s)

then the stop-loss premium has a following form (see[2])

S lla s 2
E(S*exp{‘“'@‘z[;‘ﬁ ] pesEs

ﬁ<so>.exp(-(;;—sj;]j, sz,

z(s) =

or, equivalently
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5 es)
ES) ——1 =2/ p<s<s,
7(s) = ® é(n) =82S

ﬂ(so)-ap[—(;z—;‘;ﬁ, S>§,

where ¢(x) isthe standard normal density function. The unknown parameters n and

s, arerelated to 1+ Vv, where v is the coefficient of variation, in such away that

E(xz):(h(wJ }
E(S)

Since the second moment of Sequals 7°(0), we obtain (see [2])

¢(77+a'2) 2
21T _ q)[q+ﬁ-zj—q)(77)+—’7 :1+[Ej ,
ag(1) n n+%.z E(S)

where z=E(S)-s,. To calculate the unknown parameters » and z, first we can find
the parameter 7, by using (see[2])

AN :1{@}2,
a ¢n) ~ LE©

and then we can calculate parameter z

z:£(1+‘{1+ 4@j ,
2 a

where ¢ =1-¢€*.

3 Examples and Comparison

In this section, the approximation of stop-loss premium are compared for light
tailed and heavy tailed claim size distribution. The approximated stop-loss premium
will be compared with the stop-loss premium calculated by using the exact method,
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i.e. Panjer recursion. For an integer-valued S we can use the Panjer recursion to
calculate the probabilities f(s). The recursive method can be used also after
discretization of the probability density function of the individual claim size X, . The

relative difference between the approximated stop-loss premium and the exact stop-
loss premium are shown on the graphs in this chapter.

Light Tailed Distribution

In Fig. 1, the skewness of the aggregate claims amount is equal to 1,06. In this
case, the trandated gamma approximation and the Gaussian exponential
approximation is the most accurate. The largest relative error for the normal and NP
approximations, especially for the large retention.

10% -

0%

-10% A

-20% 1

—+— normal approximation

Relativeerror [%]

— — NP-approximation
-30% w

—— trandated gamma approximation

e e e ¢ GE approximation
-40% A i

-50% - .
Retention d

Fig. 1. N ~ Poisson(4), X ~ Exp(0,02), E(S) =200, V(S) =20000, 7, =1,06.

In Fig. 2, the aggregate claims distribution has skewness equals to 4.24 which is
greater than 1,06 value that could be found in Fig. 1. In this case, the stop-loss
premiums calculated by normal and NP-approximation are the largest. The Gaussian
exponential approximation isthe best solution here.

Comparing the approximations of stop-loss premium we can see that the
Gaussian exponential approximation is best when the Poisson parameter is small,
even though the skewness of the aggregate claims amount is large.
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Heavy Tailed Distribution

339

In Fig. 3, the individual claim size has the Weibull distribution. The skewness of
the aggregate claims distribution is equal to 2,74.
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Fig. 2. N ~ Poisson(0,25), X ~ Exp(0,00125), E(S) =200, V(S) =320000, y, =4,24.
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Fig. 3. N ~ Poisson(5), X ~Weibull (0,5; 20), E(S) =200, V(S)=48000, y =2,74.
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In Fig 4, the skewness of the aggregate claims amount is equal to 1,22. Since the
skewness of Sis smaller than in Fig. 3, the transated gamma approximation gives
more accurate val ues.

20% A
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= = = NP-approximation

-80% - PP
—— transated gamma approximation

----- GE approximation

-100% - .
Retention d

Fig. 4. N ~ Poisson(25), X ~Weibull(0,5; 4), E(S) =200, V(S) =9600, 7, =1,22.
Conclusion

In case of the light tailed and the heavy tailed claim size distribution, accuracy of
the stop-loss premium calculated with the use of the normal approximation and NP-
approximation is dependent on the value of the variance. The trandated gamma
approximation and Gaussian exponential approximation are the best one but they are
better for the light tailed claim size distribution than for the heavy tailed claim size
distribution.
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Abstract. A practice showed, that efforts to model any wage distribution by
probability distributions (normal, log-normal etc.) ordinarily in statistics applied
are not too successful. Therefore it was used in this contribution as a wage dis-
tribution model as a model in shape of distributional mixtures. In accordance
with empirical studies the wage distribution is composed from two or more log-
normal distributions. Each log-normal distribution defines wage homogeneous
subgroup of employees. The statistical model of a wage distribution can be
formulated as a mixture (a linear combination) of log-normal distributions.
Congtituent elements of this moddl are weighted the element relative share
weights of probability distribution the whole model.

Keywords: empirical distribution, wage distribution, normal distribution, mix-
ture of distributions, random variable.

1 Introduction

The knowledge of employee wage distributions, resp. population income distributions
is a significant precondition for the appraisal of living conditions, a quality of social
security and a socia fairness measure in material value distribution created by this
society. The employee wage distribution formulation in the analytical functional form
and individual parameter estimates of this form enables simple, but as well an appo-
site wage distribution description. Thereby conditions arise for wage distribution
comparisons in individual countries and for different periods of time.

A practice showed, that effort to model any wage distribution by probability distri-
butions (normal, log-normal etc.) ordinarily in statistics applied are not too successful.
A classical stochastic approach to the probability modeling according to [6] does not
enable to model the whole forms of empirical wage distributions in current heteroge-
neous societies. Not various transformations of distributional functions or density
functions not to allow accommodate a desired theoretical shape often a complicated
empirical distribution.

The empirical wage distribution is characterized by great non-uniformity and high
variability. Therefore on the basis of the study [4] can be a distribution, from which
reviewed a wage random sample originated, consider as a distribution mixture of
several homogenous subpopulations. A suitable distributional model of this homo-
genous wage file by [1] and [3] is alog-normal distribution. Thereby the probability
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model of a wage distribution can be defined as a mixture (a linear combination) of
log-normal distributions. Individual model components are weighted weights corres-
ponding to component shares the probability distribution of the whole model.

2 Mixture of distributions as a probability model

Probability models for empirical distributions can be divided in general to two main
groups, namely parametric models and non-parametric models.

Parametric probability models are characterized by probability functions, resp.
density functions f(x; ), which depend on some value of P > 1 unknown parameters
and they are defined for a value spaceR, of the random variable X. The set of possi-

ble values of the unknown parameter § = [0y, 6,,..., Hp]T be called the parametric
space @. By the function f(x; ) is specified the whole distribution system and for
each parameter 6 < @ it belongs one distribution from this system. Parametric proba-
bility models are in accordance with [7] defined in the form

W=[f(x61,0,...0,).0; « OxeRy], ji=L2..,P. ()

Non-parametric probability models are represented by models with comparatively
few preconditions for the model function form. In accordance with [7] as non-
parametric models can be considered statistical models, which a their probability
component ¥ is characterized as

W=[f(x)e O c 2 xeR,]. )

The symbol @, resp. Q¢ denotes a set of all possible, resp. suitable distributions.
The function f(x) is not defined in terms some specific distribution system, but with
the aid of preconditions referring to distribution properties, for example a value space
%, of random variable X, an existence of moments and a distribution smoothness

(continuity, differentiability, etc.). Most in use non-parametric estimations of proba-
bility distributions are estimationsin the form so-called kernel density defined in [8].

Between these main groups of probability models lay so-called mixed models. In
compliance with empirical studies [1] and [3] is a wage distribution constituted from
two or more log-normal distributions. Each log-normal distribution defines an earn-
ings homogenous subset of employees. Therefore a probability model of any wage
distribution can be expressed as a mixture (alinear combination) of log-normal distri-
butions, i.e. asaformulation

fin(y)= Zlen;LN(y:ﬂ;.a,z)- 3
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The variable y represents a wage and f n(y) is the density function in the point y.
The label LN(y; u j,ajz) describes j-th partial log-normal density of the wage distribu-

tion model (3), j =1, ..., K, each with parameters yj,ajz. The symbol K stands for

finite number of wage model components. The number of model components K is
usually in advance not known and it must be estimated under uncertainty conditions
about the model structure. A criterion of an optimal density number in the statistical
model is estimated by minimization so-called informational criteria by [2]. Each j-th
model component is weighted by a weight z; corresponding to a relative component

share in the probability distribution of the whole model, where Z'len j=1formz>0.

3 Parameter estimates of wage distribution mixture models

Parameter estimates of wage distribution probability models compounded from some
partial distributions does not usually realize on the basis of directly observed wage
values. The reduction of a computing intensity and process time achieves with the aid
of the logarithmic transformation of wage values. Thereby the wage population model
does not to be estimated as a log-normal density mixture via (3), but after this loga-

rithmic transformation will be as a normal density mixture N(y;,uj,ajz) with parame-

ters u; ,O'J-Z i =1, ..., K. The wage distribution model (3) so comesinto aform

()= 2 Nag.07). )

In parameter estimates of models given via (4) isfirst of al needed to find out from
which partial distributions the resulting distributional mixture folds up. Further it
needs to estimate model parameters, partly partia distribution parameters, partly
partial distribution weights in the distributional mixture. Since ,classical* parameter
estimate techniques (moment estimations, estimations by minimization a deviation of
some model measure from data, for ex. residua squares) of the model (4) are not
suitable in accordance with [9], will be parameter estimates of wage distribution mod-
els as a mixture realized the maximum likelihood method, i.e. by the expression

I(@): mgxl(e) . (5)

The function 1(0) is alogarithmic likelihood function with a parametric vector 6 =
[, 2, 7", u=[us .., ull’, ?=1[0?, ....031", an = [m, ..., 7]". The symbol

6- [,?I,bz, fT]T stands for a vector of estimated parameters. The logarithmic likelih-
ood function [(@) is afunction defined as a formulation
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1@ =In[ T, In() =2 Infu(v).- (6)

After aputting of the expression for a statistical mixture model (4) into the expres-
sion (6) the logarithmic likelihood function 1(8) is formulated as a functional relation

KQ:ZLJ”ETA”J N(yi ;ﬂj,ajz)]' ()

Parameters maximizing the logarithmic likelihood function (7) are estimate by
comparison of the likelihood equation system (given as derivations of (7) for loga-
rithmic likelihood function by the all searched parameters) with zero, tj.

% - % in=1|n[zlj<=1”” N(yi i ‘012)]: 0. ®

The likelihood equation system (8) has not according to [5] an explicit solution.
For that reason it has to be used for mixture model parameter estimates numerical
optimization methods. Since the logarithmic likelihood function (7) need not be in

general concave on account of estimated parameters 8= [,2152 57]T , itisaccording to
[5] preferential to use so-called an Expectation-Maximization (E-M for short) algo-
rithm for parameter estimates.

The E-M algorithm application for maximum likelihood parameter estimates di-
vides according to [9] into a phase of expectation and phase of maximization. For
each observed wage logarithm in a phase of expectation of the E-M algorithm it com-
putes the probability p;, that i-th observation, i = 1, ..., n, comes from j-th partia
distribution of the statistical model, j =1, ..., K, i.e. asaformulation

Nyt
' le(zlﬁjN(yi;ﬂj’alz)

o} , i=1,2, ...,n )

In the maximizing section E-M algorithm such estimates the parameter vector, that
maximizing the logarithmic likelihood function (7) value. That is a computation of
parameter estimations

n
i = i Pi¥i

] T
Zi”:lpij

j=1!2! "'IK! (10)
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" pilvi- i f
P L R Ry i=1,2, ...,K, (11)

Zinzl B

~ 1 ;
TR NN R i=1,2,....K (12)

4 Empirical wage distribution modeling as a density mixture

The modeled

empirical wage distribution was drawn up as a random sample from

wage and persona data of the year 2008. This is a random sample, which is created
by 1 000 wage values. Although a representation of the high income employee cate-
gory is markedly small (their share was 2.95%), their wages evidently influence on

the statistical

accounted average wage level and particularly moment characteristics

(variability, skewness and kurtosis) of the whole sample. The employee share, which
wages do not reach the average wage level, is 63.66%. A view of wage logarithm
distribution offers Figure 1. A wage logarithm distribution behavior is depicted with
the aid of a kernel density and a histogram.
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Fig. 1. The kernel density and the histogram of the distribution of empirical wage logarithms.

Homogenous employee groups can not divide by some simple categorization of
some group for example according to sex, degrees of education or to the kind of per-
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formed work, possibly by the other. The impossibility of classification of the whole
wage sample by homogenous wage groups by some simple categorization is produced
by the fact, that this group distribution is not wage homogenous. The example of this
may be some group of workers, where the most of these workers receive smaller
wages. But in this worker category occur some experts, which wages can exceed a
wage level of middle level managers. The opposite case arises, if in the manageria
group some manager is rewarded wages about some worker level. The same situation
exists also in the group of men, of women, and in groups divided according to degrees
of education or practice, etc.
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Fig. 2. The mixture of empirical densities in the sample sorted according to professions.

Theillustration of empirical density mixtures, that each of them describes the wage
logarithm distribution in the sorted sample according to the most important profes-
sional categories, it can serve the Figure 2. From this figure is apparent, that wage
receivers fromindividual professional categories cover a wide value spectrum and
that not a single professional category homogenous from the point of view of wages.

To findings, how many partial distributions (and thus wage homogenous subsets)
the resulting distributional mixture consists, it was executed estimations of model
parameters including from 1 to 8 partial distributional components. After the executed
estimation, it was discovered, that the optimal model of the wage logarithm distribu-
tion is the statistical model consisting from 4 densities of the normal distribution. The
criterion to choice of the optimal model was become Akaike's informational criterion
value according to [2], that achieved for the model with 4 partial distributions the
minimal value. This model as much as possible comes close to the kernel density of
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the empirical distribution, which is evident optically from Figure 3. The choice opti-
mality 4 statistical model components for given empirical distribution confirmed one-
sample Kolmogorov-Smirnov test according to [2]. Informational criterion values and
test statistics (marked as K-S) for model with various item numbers arein the Table 1.

A
ft)
1.000 4 ---- Kernel density
' ——- Component 1
0875 - — — Component 2
, —— Component 3
0.750 - —— - Component 4
— Mixture of 4 densities
0,625
0,500
0,375
0,250 ~
0,125
0,000

T T T T T T
80 85 90 95 100 105 11,0 115 120 125 130 135
y

Fig. 3. The mixture of normal densities as an optimal model of the wage logarithm distribution.

Tablel. The optimal estimation of the partia distribution number of the model as a mixture.

Number of model

1 2 3 4 5 6 7 8
components
Number of values 1000 1000 1000 1000 1000 1000 1000 1000
Number of parameters 2 5 8 11 14 17 20 23
Log. likelihood -677  -603 -593 -586 -584  -584 -583  -581
Akaike'sinf. criterion 1358 1215 1201 1195 1197 1202 1205 1208
K-S statistics 0.4417 0.3328 0.0739 0.0271 0.0314 0.0352 0.0395 0.0419

Distributional mixtures as models with various numbers of partial distributions are
displayed graphically in the Figure 4. These models are compared with the kernel
density of the empirical wage logarithm distribution. From introduced graphical com-
parisons it clears, that at minimum suitable model is the model created only from one
normal distribution. With increasing the number of model components over the op-
timal number comes up to move away of the model from the kernel density of the
wage logarithm distribution.
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Fig. 4. The estimate of optimal partial distribution number of the statistical model as a mixture.

Estimated parameter values 8= [,2152 f7]T of the optimal model of the empirical
wage logarithm distribution, i.e. a distributional mixture with 4 partia distributions
are recorded in the Table 2. Beside estimated parameter values are in the Table 2
described also their standard errors and confidential interval sizes on the 95% level.

Table 2. The estimate of model parameters with the optimal number of partial distributions.

Parameter name Vaue Std. error 95% conf. interval

mil 9.2129250 0.0354342  9.1434760 9.2823750
sigmal 0.1497303 0.0251752 0.1003879 0.1990727
pil 0.1116982 0.0273049 0.0581816 0.1652148
mi2 9.8720880 0.0206752 9.8315650 9.9126110
sigma2 0.2826429 0.0281633 0,2274440 0.3378419
pi2 0.6695857 0.1035618  0,4666083 0.8725631
mi3 10.0918600 0.1304661  9,8361490 10.3475700
sigma3 0.5836871 0.0880035 0,4112034 0.7561708
pi3 0.2129156 0.0960030  0,0247531 0.4010781
mi4 12.3526100 1.2137580 9.9736910 14.7315400
sigmad 0.8287803 0.6364783 -0.4186942 2.0762550

pi4 0.0058005 0.0064185 -0.0067795 0.0183806
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The statistical model (4) of the wage logarithm distribution as a distributional mix-
ture with parameters estimated by the maximum likelihood method can be for the
optimal component number, i.e. component number K = 4 expressed as a formulation

. B 2
fn(y;8)=  0.1116982- 1 y 9'2129250}}

0. 1497303\/5 eXp{_ 2| 01497303
{ y 98720880} }
0. 2826429\/_ 0.2826429 a3
y 10.0918600
05836871\/_ { 2| 05836871 } }
1 y—12.3526100
08287803J_ { 2| 08287803 } }

+0.6695857 -
+0.2129156 -

+ 0.0058005-

5 Interpretation of results of the model parameter estimates

Realized empirical studies[1] and [3] confirm that the wage distribution is constituted
as a distribution mixture of two or more log-normal distributions. Each partial log-
normal distribution defines the earnings homogenous group of employees. Therefore
the probability model of wage distributions can describe as a mixture (linear combina-
tion) of log-normal distributions in accordance with (3). Each distributional compo-
nent of the model (3) is weighted by some weight corresponding to the item relative
proportion in probability distribution of the whole model (3). Established relative
weights (proportions) individual distributions for the model with the optimal number
of partial distributions (the number of components K = 4) are recorded in the Table 3.

Table 3. The relative weight (proportion) estimate of model components with the optimal
number of partial distributions, i.e. for number of componentsK = 4.

component number 1 2 3 4
relative weight (prop)  0.1116982 0.6695857 0.2129156 0.0058005

The relative weight (proportion) system of individual partial components of mix-
ture model is the parameter estimation of the multinomial distribution with parameters
N, m, m,, 73 7. The parameter z; expresses the probability, that wage logarithm value
belongs into the j-th distributional component, resp. into the j-th earnings homogen-
ous group, j = 1, 2, 3, 4. It means that wage receiver comes with the probability z; to
the first earnings homogenous group, with the probability 7, comes to the second
earnings homogenous group, etc.

With the aid of wage distribution model as a mixture of log-normal densities (3)
can assess also relative proportions (a distribution) for example women or men, even-
tually proportions according to other explanatory variables in wage homogenous
subsets.
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6 Conclusions

The classical stochastic approach to the probability wage distribution modeling ac-
cording to [6] does not enable under current conditions of wage differentials to model
the whol e shapes of empirical wage distributions. Not various transformations usually
to permit some adapting the desired theoretical shape of distributional functions or
density functions to the ragged empirical distribution.

The empirical wage distribution modeling with the aid of distributional mixtures
gives some possibility to express awage distribution as alinear combination of two or
more log-normal wage distributions, resp. normal wage logarithm distributions. Each
this partial log-normal wage distribution, resp. normal wage logarithm distribution
defines some wage homogenous subset. The system of relative weights (proportions)
of individual partial mixture model components is the parameter estimate of the mul-
tinomial distribution with parameters n, zy, ..., 7k, where K expresses the finite com-
ponent number of the distributional mixture. The parameter z; represents the probabil-
ity, that the wage logarithm value belongs to the j-th distributional component, resp.
to the j-th earnings homogenous subset, wherej =1, ..., K.

The encompassment of individual characteristics into the model can estimate rela-
tive proportions (a distribution) wage receivers from the point of view of this charac-
teristics. In subsets with the highest earnings are the most included managers. On the
other hand the lowest earnings subsets occupied auxiliary and unskilled workers and
service and trade workers.
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Abstract. An important application of the models for categorical dependent
variables — discrete choice models — can predict a decision made by an
individual and based on the utility or relative attractiveness of competing
alternatives as a function of any number of variables. These models are recently
wide-spread in various applications areas (transport systems, energetic,
environmental studies, medicine, voting behavior etc). The paper summarizes
multinomial logit model, nested logit model, probit model and random
parameters logit model, and also statistical systems applicable for their esti-
mation.

Keywords: Models for categorical dependent variables, statistical systems for
discrete choice models (DCM) estimation.

1 Introduction

Discrete choice modeling (DCM) encompasses a variety of data collection procedures
and statistical procedures which can be used to describe the choices made by people
among a finite set of alternatives. The models predict a decision made by an
individual and based on the utility or relative attractiveness of competing alternatives.
The choice made of each person is related to the attributes of the person and also to
the attributes of the alternatives available to the person. DCM was developed in
parallel by economists and cognitive psychologists since nineteen seventies. The most
widely known is the works of D. McFadden, the Nobel Prize winner.

A decision-maker chooses among a set of J options. The dependent variable Y, a
discrete variable with a countable number of J values, represents the outcome of the
decision. The goal of the analysis is to understand what variables and to what extend
influence this choice.

In discrete choice models, the linear combination V; of the H observed (non-
random) factors [X,,X ,,.... X, =X with the parameters B'=[4,,£,,... B,], and

jr 2o
the unobserved, random factors (g),j =1, 2, ..., J, is considered to be the utility of the
alternative j. Then, for the decision-maker 7, the utility is
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— — ’
U,=V,+¢,=x;p+¢

i=1,2,...n j=1,2,...,J. 1)

ij

If the decision-maker chooses the alternative which brings the greatest utility to him,
then the probability of the choice of the alternative j over j',
7wy =P, +&;, >V, +e;)=Ple, —&; <V, = V) 2)

b j b

is the cumulative distribution function of a random variable Ep—&; = g;.j, . Different

discrete choice models are obtained from different assumptions about this probability
distribution.

The characteristic feature of DCM is two kinds of explanatory variables: not only
characteristics of the chooser (constant over the alternatives), but also characteristics
of the choices (different values for each alternative). Particularly these explanatory
variables are usually replaced by artificial (dummy) variables; so, the notation of
explanatory variable vector as x; and parameter vector as B is very general. The
ordinary logit model (e.g. in [7]) underlies the discrete choice models theory.
However, it is only a special case of one type of discrete choice model — conditional
multinomial logit model.

2 Multinomial Logit Model

The most widely used discrete choice model, a multinomial logit model (MNL
model), is derived under the assumption that each g;in (1) has so-called Gumbel (or
type I extreme value) distribution with the cumulative distribution function

F(Sij) =¢eXp [ - exp(_ggf )]

and with the variance of A*z%/6 (x is Ludolph’s number here, A is a scale parameter).
If these random variables are distributed identically (A can be arbitrarily set to 1) and
independently (IID) and follow the Gumbel (type I extreme value) distribution, then
their difference follows the logistic distribution (e.g. in [1])

F(e;,) =[1+exp(-},) |

with the zero mean and with the variance of n/3. As can be shown (e.g. in [8]), the
probability of choice of the alternative j by the individual i is then

exp(V,)  exp(x;B)

7, = - 3)
" Xexp(t,)  Zexp(x;B)
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where X, denotes the values of all the explanatory variables for subject i and response

choice j. Since the choice probability depends only on the difference in utility, not on
the level of utility, the values of any utility can be normalized to zero; e.g., for the
first alternative x,p =0, for this alternative (3) can be expressed as

Ty = ;,
Y exp(x; B)
J
and then
T
X;len—”,j=2,...,J. “4)

ﬂ.i 1

There is a so-called logit on the right-hand side of (4).

The key problem with the MNL model arises from the IID assumption. Then, the
odds of choosing an alternative j over an alternative j do not depend on the other
alternatives in the choice set or on their values of the explanatory variables:

Ty _ m =exp[(x; —x;)'B]- ®
ﬂ-ij' exp(xi/’ﬁ)

This direct consequence of the IID assumption — independence of irrelevant
alternatives (IIA) — is expressed as a proportionate shift: an increase in the probability
of one alternative reduces the probabilities for all the other alternatives by the same
percentage. If the ITA property holds, it is possible, for example, to reduce a number
of choice alternatives without influencing the relations among the remaining ones. It
is unrealistic in some applications. The key IID assumption is that the errors are
independent of each other. However, unobserved factors related to different
alternatives might be similar and hence the random component might be dependent.
Then the assumption of independence can be inappropriate.

The ITA condition is usually tested with the Hausman-McFadden test (e.g. in [3]).
Presently, the hypothesis of this test is commonly specified as constraints on the
parameters of the more general model. For the calculation of the test statistic, each
alternative is separately excluded from the model, and the parameters for restricted
and unrestricted models are estimated as well as their variance—covariance matrices.
The test criterion is chi-square distributed with the degrees of freedom given by the
number of estimated parameters.

Although the IID/IIA conditions may be worrying, any unrealistic assumption
about the error term is likely to be of small consequence if the amount of information
in the unobserved component is minimal. The richness of information in Vj; captured
in attributes depends in particular on the proper implementation of the design and
pretest stages of the choice experiment.

To estimate the parameters of the model (by the maximum-likelihood method), a
sample of n decision-makers is obtained and their choices are surveyed. For the
evaluation, how well the model fits the data, the goodness-of-fit statistics on the basis
of the log-likelihood function are usually used (e.g.. in [1]). There exist many such
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statistics (e.g. in [7]); the one most used in literature on discrete choice modeling is
McFadden’s statistic

InL, —InL
D, =—2 _"£ 6
e InZ, (6)

where L, is the likelihood of the intercept-only model and Lg is the likelihood of the
estimated model. The interpretation of this statistic is not the same as that of the
R-squared statistic in the linear regression and usually its values are low; fortunately,
an unambiguous relationship between them exists that provides better interpretation
(e.g. in [2]), where pseudo R-squared values between the range of 0,3 and 0,4 can be
translated as an R-square of between 0,6 and 0,8 for the equivalent linear model.

For the comparison of models, the log-likelihood ratio statistic D (so-called deviance)
is usually used (e.g. Hensher et al. in [3], Agresti in [1]). It is the statistic for testing the
null hypothesis that the restricted model (R) holds against the alternative that the more
general, unrestricted model (U) holds:

D=-2(nL,-InL,). 7)

It has an approximately chi-square distribution with degrees of freedom equal to the
difference in the number of parameters between both the compared models. Wald tests
are used most commonly for hypotheses about the significance of the single
parameters; however, sometimes likelihood ratio tests are recommended instead (e.g.
in [4]). The Wald test is known to have low power and it can be biased where there
are insufficient data.

3 Nested Logit Model

If the ITA does not hold, it is necessary to consider a choice model that is less
restrictive. Recently, much research effort in this area has been concentrated on
relaxing the strong IID and IIA assumptions associated with error terms. The
generalized extreme value (GEV) model allows correlation in unobserved factors over
alternatives; the unobserved portions of utility ¢; for all alternatives jointly have a
generalized extreme value distribution. The nested logit model is the most widely
used member of the GEV family of models.

The choice alternatives are structured into several (K) groups (so-called nests) B,
B,, ..., Bg. 11A holds within each nest, but it does not hold for alternatives among
different nests. The vector of unobserved utility [&;,&,,...,6,] has a generalized

12290

extreme value distribution with the cumulative distribution function

F(g,)=exp —i( Z exp(—¢; //1/()] . 8)

k=1\_jeB,
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The parameter /; is a measure of the degree of independence in unobserved utility
among the alternatives in nest &; full independence among all the alternatives in all
nests (4, = 1) reduces the nested logit model to a multinomial logit model.

The probability of choice for the alternative j € B, is now

Q-1
exp(V;/. /lk)( 'ZB exp(V,. /4, )J
;= o - . 9)

ij PR
z( S exp(V, Mk)j

k=1\_ceB,

This probability of choice can be written as a product of two standard logit
probabilities: the probability resulting from the choice among nests (the upper model)
and the conditional probability resulting from the choice among the alternatives
within the nest (the lower model)

T = exp(Wy + 4 1,) . exp(¥; %) (10)

i K .
Lexp(¥, + A1) X exp( /1 4)

c”ic

The first probability depends on a part of the observed utility invariable for all
alternatives within a nest (W) and on a part of the utility that varies across
alternatives within a nest (¥;), ¥, =W, +Y, ; the second one depends on Y only.

ij
The quantity 7, ,
Iy =In ¥ exp(Y,/4,),

ceBy

so-called inclusive value IV (or inclusive utility) of nest Bj, that enters as an
explanatory variable into the upper model, brings in the information from the lower
model: it is the log of the denominator of the lower model in (10). The term A.fy
expresses the utility expected from the choice among the alternatives in nest By. Its
parameter 4, can be used to test whether the correlation structure of the nested model
differs from the multinomial logit model. The significant test justifies nested
structures (e.g. in [5]).

In the nested logit model the scale parameter is introduced in the variance of the
unobserved effects for each alternative (the variance is an inverse function to the
scale), the same in one nest. A number of researchers have independently shown that
the parameter of IV for the upper model is the ratio of the scale parameter of the
upper model to the scale parameter of the lower model. Nevertheless, the nested logit
model cannot be identified without imposing an additional restriction. One possibility
is that the researcher constrains the IV parameters to be the same for all (or some)
nests, indicating that the correlation is the same in each of these nests (e.g. in [9]).
The reasonableness of this constraint can be tested.

The NL model enables to model choices in a hierarchical structure. These are
sometimes interpreted as a sequential decision-making process, that is, that the
respondents decide first on the nest and then on the particular alternative within the
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nest. However, this decision-making process is not necessary for the nested logit
model application. All the parameters of a nested model can be estimated by standard
maximum likelihood techniques again.

4 Probit model

The probit model provides an alternative way to fix the problem of the limitations of
the multinomial logit model, especially regarding the IID and IIA properties.

The basic assumption of the probit model is that the unobserved utility components
are joint normally distributed with the density

1
f(Si) = Wexp |:—O, 58;97181.:' (1 1)

with a mean vector of zero means and a known covariance matrix Q. The choice
probability of the alternative j can be then expressed as

7y = Fe)=| f(&)de,; (12)

the J-dimensional integral is over the set of error terms that result in the choosing of
alternative j.

With a full covariance matrix, various patterns of correlation and
heteroskedasticity can be accommodated according to need, so that the IID and ITA
are relaxed. The linear combination of observed factors — the representative utility —
in this model is a probit, i.e., a percentile of the normal distribution. However, the
probabilities of choice can be expressed only in the form of integrals and they must be
evaluated numerically through simulation. Also, the model interpretation is not as
straightforward and intuitive as in the logit models.

5 Random Parameters Logit Model

Further model used for discrete choice data analysis (mixed logit model, too) also
overcomes the two major limitations of the MNL model, i.e., the IIA property and the
limited ability of previous models to explicitly account for heterogeneity in data. It is
not restricted to normal distributions like the probit; nevertheless, it is more flexible in
the treatment of the variances and correlations of the random component. To be able
to take into account correlations among the error components of different choice
alternatives, the model introduces into the utility function an additional stochastic
element that may be heteroskedastic and correlated across alternatives.

The utility of the decision-maker i from the alternative j is specified in the mixed
logit model as
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Uj=x;B,+¢, i=1,2,..,n,j=1,2,..,J (13)

here x;; are observed variables that relate to the alternative j and the decision-maker i,
B; is a vector of coefficients of the observed variables for the decision-maker i
representing individuals’ tastes; &; is a random term with an IID extreme value
distribution.

In contrast to a standard logit model, the coefficients (of the variables x;;) vary
across decision-makers in the population with a density f{;). They are considered to
be random and can be decomposed into their means « and deviations p,. Then

U,=xa+z;pn, +e; i=1,2,..,n j=1,2,...,J, (14)

the parameters of z; are random with zero mean, z;p, represents the error component

(z; = x).

The unobserved portion of utility with the error component z;p, can be correlated
among alternatives and/or heteroskedastic for each individual (in the case of a zero
error component we obtain the standard logit model).

The mixed logit choice probabilities are conceived as a mixture of the logit
function evaluated at different values of parameters B with f{B) as the density of the
mixed distribution. The density f{(B) is specified as continued and in particular normal,
lognormal, uniform, triangular or any other distributions are used. The applicable
distribution is given by expectations about decision-makers’ behavior in the particular
application.

The mixed logit choice probabilities is then expressed as integrals of standard logit
probabilities over a density of parameters evaluated at different values of B by the
density f(B),

~ exp(x,f/.[i)
%[t P 15)

To specify the distribution of the coefficients, an estimate of its parameters is
necessary. Because of that, two sets of parameters are used in the mixed logit model:
parameters which enter the logit formula, and parameters which describe the density.
The first type parameters have an interpretable meaning as representing the tastes of
individual decision-makers; the second parameters describe their distribution across
decision-makers.

The greatest value of this model can occur in using each parameter with other
linked parameter estimates. The mean parameter estimate for a variable, an associated
heterogeneity in its parameter and the standard deviation of the parameter estimate
represent the utility of this variable associated with a specific alternative and
individual.

Random parameter logit models are computationally intensive to estimate and
convergence problems do occur in their applications. The estimation problems differ
depending on the distribution of the variables used.
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6 Statistical Software for DCM

To estimate models with categorical dependent variables, the more known and more
widespread systems are SAS, SPSS, Stata and LIMDEP (e.g. in [6]). SAS and SPSS
provides several procedures for these models; various procedures support various
models, so the models can be estimated by multiple procedures. Stata and LIMDEP
has individualized commands for coresponding models.

SAS is a powerful software package for statistical application. SAS has the
CATMOD procedure for the multinomial logit model. The MDC (Multinomial
Discrete Choice) module is applicable to perform choice model regression for various
discrete models, such as conditional logit, mixed logit, nested logit, and multinomial
probit models. However, users without programming experience will spend more time
to become familiar with the interface and be able to create codes.

SPSS is a very user-friendly system; it includes procedures for categorical
dependent variable models (e.g. the NOMREG command to estimate the multinomial
logit model), but its support of DCMs is quite limited. The SPSS COXREG
command, which was designed for survival analysis data, makes possible to estimate
the conditional logit model. However, the other systems have large potential in these
terms.

Stata is capable of logit model regression. On top of that it includes commands for
the multinomial logit model (.mlogit) and multinomial probit model (.mprobit — the
model took longer time to converge than the multinomial logit model). As to MDC,
Stata estimates the conditional multinomial logit (.clogit), nested logit (.nlogit). The
Stata command .mixlogit can be used for fitting the mixed logit model.

LIMDEP commands support a variety models with categorical dependent
variables. An extension of this very large package, which includes some tools for
estimating of discrete choice models, such as multinomial logit, multinomial probit,
nested logit and several others is called NLOGIT. Recently NLOGIT has become the
premier package for estimation and simulation of multinomial discrete choice models.
The latest version of NLOGIT is able to handle heterogeneity in variances of utility
functions and mixed logit model.

The disputation about use of logit or probit models remains on. Logit models are
simpler, but they have a problem of IIA assumption. Probit models are
computationally intensive. There exist papers manifesting that probit will provide
more accurate results than logit, some authors contradict.

7 Conclusion and Further Work

The authors of this paper compared the discussed models on data from summer
wareside recreation — the preference analysis of the summer holiday-makers on the
Macha lake beaches in the summer 2007. For the analysis the NLOGIT4 software is
used. The results of our work are very similar for all the models; only the mixed logit
model differs slightly from the three other models. The multinomial logit model
seems to be quite robust with respect to deviations of the random component
distribution from the model. Thus, the presented analysis seems to prove that the
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multinomial logit model could be preferred in practice to both the nested logit and the
probit models for this type of data even in situations where it does not comply with the
basic IID/IIA assumption. Besides, there are three considerable advantages to the
multinomial logit model: computational ease, easy-to-obtain probability expression of an
individual selecting a given alternative, and straightforward determination and
maximization of its likelihood (which reduces possible model estimation difficulties).
We are preparing a separate paper with detail results of this analysis.
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Abstract. Classification is a very common task in information processing and
important problem in many areas of science and engineering. In the case of data
measured as a function of a dependent variable such as time, the most used
algorithms, e.g. K-means, may not pattern each of the individual shapes
properly. Therefore, in the presented paper we namely focus on some efficient
methods of clustering trajectories. Our clustering algorithms are based on a
principled method for probabilistic modeling of a set of trajectories as
sequences of points generated from a finite mixture model consisting of
regression model components. Unsupervised learning is carried out using
maximum likehood principles to deal with the hidden data problem — the cluster
memberships.

Keywords: classification, probabilistic modeling, density-based methods

1 Introduction

Clustering is the process of grouping data with similar character into the same class or
the same cluster. Traditional clustering techniques can be distinguished as two
common types which are hierarchical clustering methods and partition-based
clustering methods. In hierarchical clustering it is a difficult problem to decide where
to cut the formed hierarchical structure — dendrogram — and get the most homogenous
clusters. What is more, when two elements are jointed according to the distance
measurement, they could not be separated anymore. As a result, it may lead the
process to a wrong way.

In partition-based clustering such as K-means, the investigator is asked to give the
distance measure metric and the number of cluster, which can decrease the accuracy
of the result of clustering.

In this paper, on the other hand, we deal with more sophisticated and
untraditionally density-based clustering methods using the Maximum Likehood
Estimation (MLFE) to recognize the most homogenous partitioning. In contrast to the
hierarchical and the partition-based methods which are focused just on the set of
obtained measurements, the density-based methods are able to attend to the whole
space among the measurements. For the reason, there are useful above all in the case
of time series clustering.
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There are two types of the density-based methods which differ in their approach to
the cluster memberships. First, we may assume these memberships to be some of the
model parameters. These methods are called the Maximum Likehood Approach
(MLA) methods thorough described by Fraley in (3) and Banfield and Raftery in (3).
The classification is two-fold:

e The likehood is analytical or approximative maximized over the jointed
parameters.

e Using the estimations is the likehood function criterion maximized over the
cluster memberships.

Second way is to assume the cluster memberships to be random variables and
hence to use the mixture models. Because of the critical computational cost of finding
the global minimum, only the local minimum is looking for with the application of the
Expectation-Maximization (EM) algorithm described by Dempster, Laird and Rubin
in (1).

The classification is processed by the following manner:

e The cluster memberships are iterative estimated.

e The jointed model parameters are estimated using the membership
probabilities.

In the case of the lowly noisy data sets may be useful the probabilistic one-level
parametric EM model. Gaffney and Smyth are dealing with it in (5). They introduced
some advantages of the mixture model clustering:

e  The trajectories do not have to be measured in the same data points.

e The measurements belonging to different time series do not have to be the
same length.

e The users are not requested to give the number of clusters because of ability
to use the Bayesian Information Criterion (B/C) proposed by Schwarz in (9).

e The process is iterative which leads to the ability of the choice the best result
by initial parameters setting and the rules of committing the individual steps.

The one-level model can be used to effectively account for subpopulations of
homogenous behavior. However, more care should be taken when considerable
variability exists within each subpopulation or group.

What is needed is the ability to let an individual vary from the template for its
group, yet still exhibit the underlying behavior that distinguishes this group from the
rest. That is why the random effects regression mixtures are more suitable to highly
noisy data sets. A hierarchical model structure is defined with a mixture on
parameters at the top level and an individual-specific regression model at the bottom
level.

By the general Bayesian context with the application of the Markov Chain Monte
Carlo (MCMC) techniques are the random effects mixtures introduced by Lenk and
DeSarbo in (8) and Jank in (7). Instead, in this paper we focus on the development of
MAP-based EM procedure for parameter inference for the case of polynomial
regression models and mixtures of splines made by Gaffney and Smyth in (4) and
James and Sugar in (6).
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2 Random effects regression mixtures

Suppose we have a set Y of N trajectories generated according to a mixture
distribution with K components. For each individual curve we assume measurements
¥i = Wiy, Vim)" in the data points x; = (X1,..., Xim) . Our aim is to find partitioning
into K groups so that objects in the same cluster have high similarity in the form of
the shapes and objects in the different clusters have low similarity.

Let the i-th trajectory be generated from the normal regression model

yi=Xiri +¢, 1)

where r; is the p-vector of regression parameters, the m; X p regression matrix X; is the
Vandermonde matrix evaluated at x; and g, is the noise m; -vector. At this bottom level
of the hierarchy there is in fact no dependence on the cluster membership and instead,
we allow for individual specific heterogeneity.

Let ® = {0, ..., Oy} be the parameters at this data-level which allows us to model
the individual trajectory behavior. Using them we may assume the i-th conditional
distribution taking the form

S (i | x;,0,). (2)
Furthermore, at the top level of the hierarchy there is a model that describes the
distribution of the parameters r; of each individual. Let ® = {w,, ..., wg, @1, ..., @k}

be the parameters at this level, where wy is the probability that an observation belongs
to the &-th cluster and ¢y are the parameters of the distribution on r; according to the
group template

fk("i|(0k)~ ©)

That is why, the unconditional of class membership prior for #; is a finite mixture
model

K
f@] @)= w /i | 9). (4)
k=1
Because of the equality @ ,0) =A® |D){D) and knowledge that
N K
CIEIE [ PRIYACIESS (5)
i=1 k=l

we also may, in order to produce the consistent parameter estimates, use the
Maximum a Posteriori (MAP) - based EM algorithm. Let Zbe the matrix of
memberships z;; where z; = 1 if y; is a member of the k-th cluster and 0 otherwise. The
complete-data MAP objective function is for the set R of all r; given as

M.(©,0) =]/ (Y| X,0)/(0,Z| ) f(@®)], (6)

where
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N K
1©.z|0) = [[TIwsi |00, 0 = 10~ R}, (7)

i=l k=1

The EM algorithm consists of two E and M-steps. In the E-step, the expected value
of the complete-data MAP function is taken with respect to the posterior conditional
prior of the cluster memberships. We also evaluate the expected value r;, of r; given y;
and z; = 1 and we set membership probabilities using in the previous M-step updated
parameters to

we f(¥; @*’(Pk*)
Wik =% ‘ : ®)

zwjf(y[ ‘ 6*,%‘*)
f=

In the M-step is this expectation maximized over the parameters ® and 0. This
yields the following form of the EM algorithm:

e Randomly initialize the membership probabilities wy.
e Calculate estimates for {® — R} and ©.
e Make wyand ry contemporary.

e Loop to step 2 until the expected value of the complete-data MAP function
stabilizes.

3 Normal regression model

Suppose the p-th order polynomial regression relationship between y; and x; with an
additive Gaussian error term, & ~N(0, o’I), and thus

£ %:,0) = N, | X1, 07D, ©)

With the top level parameters @, = {#;, @)} we also have

K
Lo o) = NG | s @), £ [ @)= wi NG [ Q). (10)

k=1

One problematic issue is that K distinct covariance matrices must be estimated.
Therefore it is necessary to define hyperpriors for @, and wy. The standard conjugate
priors are the multivariate Wishart density W(Q:'l v, Q) and the multivariate
Dirichlet density D(W l1,), where W = (w4, ..., wx)" and 570 = (501, .., Hox)"-

Note that with the bottom level parameters ® = { ry, ..., ry, 0%} we have
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K
F@)=Dw|n)[ [ (@ [v,.Q0): (11)
k=1
N K .
1©.2| ) = [[ [l | e 00F . (12)
i=1 k=1
In the case of the same covariance matrices Q,=...= Qx= Q we may considerable

simplify the complete-data MAP function. The hyperpriors for Q; and w; do not have
to be defined, instead it is assumed r; given z; = 1 as
Fp=2i + 4y (13)

and

By =2y + AP, (14)

where 4, is the p-th vector, f; is the A-th vector and A is the p x & matrix with h <
min(p,K-1). As a result, X;4, may be interpreted as the overall mean curve and Af; as
the cluster variable increment.

Thus, with regard to p~N(0, Q), it is possible to rewrite the complete-data MAP
function into the form

_ 1 N N K
M.(©,0) = —EZ(log|Q| 270+ 2y logw, -
i=1 i=1 k=1 (16)

Zlezikl:mi logo? + ?(J’i = X (g + 7)) (0 = Xy + J’i))}

i=1 k=1

o | =

Note that if no constraints are imposed, 4y, A and f; are confounded. Therefore it is
required to set

M=

B =0, (17
k=1

ATXT (o2 1+ x0X T XA =1, (18)

where X is a matrix that contains the full range of the data.

4 Experimental results

In this section, we report experimental results with simulated data that show the
efficiency of curve modeling techniques when clustering sets of curves. Both
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introduced algorithms are implemented in the Mathematica 4.0 software. Our
experiments are carried out as follows:

e A three component mixture model is chosen by sampling 50 individual
uncorrelated coefficient vectors from a normal distribution with standard
deviation 0,01 centered with the cluster probabilities 12/50, 22/50, 16/50
around p;=(140; 3,2; -0,25; -0,04)", u,=(150; -1; -0,7; 0,03)" and pu; =
(148; -3.,4; -0,8; 0,06)".

e The sequence of x-points is linearly spaced from 1 to 12 and training set of
curves is generated by drawing from normal distribution with Vandermonde
matrices X; and standard deviation 10.

The plot of Fig. 1 shows the generated curve data with classification labels.

LED
L40
L20
Loo
B0
E0
40

12 2345 €78 9101112
Fig. 1. MAP - curve data.

Let first suppose that there are different covariance matrices Q;,...,Qk. Thus, there
is a issue of setting the hyperparameters for the hyperprior of W(Q; 'l vo, Q,) and
D(W I#). It is profitable to set vo = p+1, 5o =...= nox = 1 and @y = I/c for some
positive ¢ that may influence heterogeneous behavior of clusters. We set ¢ = 0,01 and
initialize

T Ay T
re =X X)X, e (19)
After five random initialization and iteration processes searching for the local
maximum of the complete-data MAP function, only four curves are misclassified. The
resulting clusters are shown in Fig. 3, Fig. 4 and Fig. 5.
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Fig. 2. MAP 1 —cluster 1. Fig. 3. MAP 1 — cluster 2.
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Fig. 4. MAP 1 — cluster 3.

When supposing @,=...= Qx= Q we set i = 1 such that the means lie in a restricted
subspace and initialize
Yik =0, (20)
-1
N K T
1 X, X;
o5 5520 o
NiTa o’
with
-1 T -1
1 & (J’i _Xi(XiXiT) XiTyij ( i _Xi(XiXiT) XiTyij
ol =— . (22)

Since all three parts of the complete-data MAP function involve separate
parameters they can be maximized independently of each other. However, the
optimizing process consists of two parts because maximizing the excepted
value of the third part implies an iterative stand-alone procedure where 4, then
P and finally the column 4; of A are repeatedly optimized while holding all
other parameters fixed.

For the reason we initialize

ﬂk = 05 (23)

N Y
AO:[ZXI'X[T] ZXiTyi (24)
i=1 i=l

and moreover

(25)
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We iterate until all parameters have converged which occurs rapidly. As can be seen
in Fig. 5., Fig. 6. and Fig. 7., this approach leads to quite perfect classification with
respect to the true cluster memberships.
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Fig. 5. MAP 2 — cluster 1. Fig. 6. MAP 2 — cluster 2.
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Fig. 7. MAP 2 — cluster 3.

5 Conclusion

This paper was concerned with the extension to the common clustering methods. We
focused on the probabilistic density-based two-level hierarchical clustering methods
using MLE and the efficient MAP-based EM algorithm for the estimation of both the
individual and cluster-specific variability. Specially, we were dealing with an
assumption of the same covariance matrices within all clusters. Finally, we reported
extensive simulated data experiment that demonstrates that these techniques account
for the inherent smoothness information in trajectories and may efficiently handle
irregular sampled curves with significant within-cluster variability that is well
described through the use of top-level distributions on individual-specific regression
parameters.
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Abstract. The aim of this contribution is to show some possibilities of
statistical software R in categorical data analysis. The procedures especially
from contingency tables analysis are selected and they are illustrated on
examples. Further the study includes one example from my working field,
which describes the results of the broad survey about the knowledge of students
of the European Union. This survey was carried out in the final grades of the
secondary schools in the Vysolina Region aimed at the knowledge and
opinions of final year students of the European Union issues. The contingency
tables analysis and corresponding tests were selected to process the data.

Keywords: Contingency tables, Pearson’s chi- square test, non-parametric rank
methods, Kruskal-Wallis test

1 Introduction

In the questionnaire survey analysis we get categorical data and easy way to illustrate
the data are contingency tables. This contribution includes three examples from this
field, two examples including the program code to show working with R software and
one example from my working field.

According to the character of the data we use suitable tests of the independence.
According to [5] in the case of contingency table of the type r xc (r is the number of
rows, ¢ is the number of columns) we usually use statistics:

(”ij ¢y )2 @

peET

€

Alternatively:
2)

Gzzzzn,j 1%
[

€ij
e; 1s an expected and n,; real frequency. We use the statistic x* in Pearson’s chi-
square test, G? in likelihood-ratio test. These two statistics have asymptotically
2% (11 distribution with the presumption of the independence.
Previous tests can be used in the case of high frequencies in the contingency table.

If frequencies are too small, we can use Fisher’s exact test or we can calculate
simulated p-value of y? statistic.
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In R there are the procedures chisq.test for Pearson’s chi-square test,
simulate.p.value for small frequencies in the cells and fisher.test.

Statistic y? is not standardized, hence it is not suitable for investigation of the
dependence intensity. Instead of these statistics we can use contingency coefficients:
Pearson’s contingency coefficient,

2 3)
¥ +n
Cramer’s contingency coefficient,
2 “4)
C= 24

nmin(r -lc- 1)

and phi contingency coefficient.

2 5

Pearson’s contingency coefficient takes values from the interval [0;1), Cramer’s

contingency coefficient from [0;1] and phi-contingency coefficient can be used for
4-cells tables.

In R there is the library ved and the procedure assoc.stats to calculate these
coefficients and values of statistics y’and G2

Sometimes we get zero in some cell of contingency table. It can be random zero in
the case of small range of sampling, but it can be also structural zero in the case of
impossible situation. This problem can be solved by iterative proportional fitting
procedure, in R with the function loglin and the first table for iteration includes
numbers 0 in the case of structural zero and 1 otherwise. We test so called quasi-
independence.
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2 Examples

2.1 Chlamidia

To show the calculations with contingency tables I selected the dataset from [6] with
name Chlamidia with the data about chlamidia infections according to the age, race
and gender of diseased people.

Following part contains the program code to make contingency table from the data, to
calculate marginal and relative frequencies and to process Pearson’s chi-square test of
the independence. I selected the dependence of the gender and race of diseased
people. Further there are results. The commands are denoted by the symbol >.

Input commands
Data input from file

> Dataset <- sqlQuery(channel = 1, select * from
[Sheetl$])

> chlam<-Dataset[-101, ]

> attach(chlam)

Contingency table

> ktl<-tapply(Count, list(Race,Gender),sum)
Marginal frequencies

> margl<-addmargins(ktl)
Relative frequencies in rows

> rlktl<-prop.table(ktl,bl)
Relative frequencies in columns

> r2ktl<-prop.table(ktl,?2)
Total relative frequencies

> rktl<-prop.table(ktl)
Pearson’s chi- square test

> chisq.test(ktl)

Results (output)
Contingency table with the dependence of the race and gender

> ktl

Female Male
American Indian 7600 1388
Asian/Pacific Island 5571 1044
Black 126988 29178
Hispanic 58830 10999

White 107119 17186
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Contingency table including marginal frequencies

> margl
Female Male Sum

American Indian 7600 1388 8988
Asian/Pacific Island 5571 1044 6615
Black 126988 29178 156166
Hispanic 58830 10999 69829
White 107119 17186 124305
Sum 306108 59795 365903
Table of relative frequencies in the rows
> rlktl

Female Male
American Indian 0.8455719 0.1544281
Asian/Pacific Island 0.8421769 0.1578231
Black 0.8131604 0.1868396
Hispanic 0.8424866 0.1575134
White 0.8617433 0.1382567
Table of relative frequencies in the columns
> rz2ktl

Female Male
American Indian 0.02482784 0.02321264
Asian/Pacific Island 0.01819946 0.01745965
Black 0.41484705 0.48796722
Hispanic 0.19218707 0.18394515
White 0.34993858 0.28741534
Table of total relative frequencies
> rktl

Female Male
American Indian 0.02077053 0.003793355
Asian/Pacific Island 0.01522535 0.002853215
Black 0.34705373 0.079742445
Hispanic 0.16078032 0.030059879
White 0.29275245 0.046968732

Pearson’s chi- square test describing the dependence between the race and gender
> chisq.test(ktl)

Pearson®"s Chi-squared test

data: ktil
X-squared = 1226.904, df = 4, p-value < 2.2e-16

The result is significant. So there exists the dependence between variables gender
and race of diseased people.
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2.2 Cancer
In the book [2] there is the example and the data about new occurrence of the cancer
in the state NY within the year 2003. It is sure, empty cells are structural zeros,

because some kind of cancer can not occur in the case of man or woman.

Table 1. Counts of ill people.

Cancer Men Women
Lung 7355 4831
Melanoma 1104 964
Ovarian 0 1563
Prostate 9986 0
Stomach 1014 619
We study the dependence between the variables kind of cancer and gender of ill
people.

Input commands
Using the function loglin

> data<- matrix
(c(7355,4831,1104,964,0,1563,9986,0,1014,618) ,byrow=T,nro
w=5)

> start<-matrix(c(1,1,1,1,0,1,1,0,1,1), byrow=T,nrow=5)

> dataloglin<-loglin(data, list(1,2),start=start,fit=T)

Commands for the calculation of statistics ;(2 and G2

> dataloglin$irt
[1] 39.99608
> dataloglin$pearson
[1] 40.41931
We got the results y? = 40.41931 and G? = 39.99608 and corresponding p-values
are:

> pchisq(40.41931,2, lower.tail=F)
[1] 1.671315e-09
> pchisq((39.99608,2, lower . tail=F)
[1] 2-065197e-09

Both results are significant. So there exists the dependence between the variables
kind of cancer and gender of ill people.
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2.3 Example from my Working Field: The Influence of the Languages
Knowledge Level on Knowledge of the European Union Issues among Students
of the Final Grade of Secondary Schools (Joint Work with Jana Boriivkova,
Stanislava Dvoiakova and Bohumil Minarik)

Background

At the start of the year 2009, a broad survey was carried out in the final grades of the
secondary schools in the Vysocina Region aimed at knowledge and opinions of final
year students of the European Union issues. The survey was held by electronic
method using the ReLa web application (DMB FEM Mendel University in Brno) and
it was organized by teachers of Mendel University in Brno and Polytechnic
University in Jihlava. Help was offered by the Regional Authority of Vysocina with
informing and activating the secondary schools of the region.

The electronic questionnaire was extensive - it contained 69 items. Identification
questions enable to structure the file of respondents into lots of segments. For the
purpose of this article, the key criterion of segmentation was the level of languages
knowledge.

During statistical processing of the obtained information special attention was paid
to the identification mark the level of languages knowledge.

Table 2. Structure of respondents according to the level of languages knowledge.

Group Category Frequency Percentage
1 very low 99 6.28173
2 low 450 28.55330
3 high 901 57.17005
4 very high 126 7.99492

From the point of view of statistics, when assessing the differences between the
groups of respondents, it is necessary to take several factors into account: above all
the discontinuous character of the data, their significant asymmetry, and heterogenity
of the dispersion of the groups. This is why non-parametric rank methods were used.
Relatively high number of coincidences of order/rank was resolved as follows:
uncorrelated random error with normal distribution, zero standard value and minimum
dispersion, which does not influence the overall rank of the respondents, was added to
the original data.
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The set of questions included 40 questions comprising eight thematic areas with five
questions in each topic:
geography of the EU,

history of the EU,

institutions, policy and law of the EU,
economy and finance of the EU,
culture, education and sport in the EU,
the Czech Republic in the EU,

the “seamy side” of the EU
superlatives in the EU

Kruskal-Wallis test was used to evaluate the differences between groups; the test
verifies the hypothesis that more than two independent samplings come from the
same continuous partings. The above mentioned processing of the input data enabled
unambiguous attachment of the ordinal numbers. Under these circumstances the mean

n+1 . . n*+1
and dispersion

of the order numbers is

The test criterion is based on the assessment of variability of mean ranks in
individual groups. If the tested hypothesis is true and the range of choice of

asymptotically distributed z? is big enough then the number of degrees of freedom

equals to the number of groups less one. The test is single-sided. Among several
methods available for subsequent testing, which allow different sizes of the groups,
Dunn criterion was chosen. It is one of methods for multiple comparison using 95 %
Dunn interval.

On the level of single questions a contingency table with two lines and four
columns was used which verified the significance of the calculated square
contingence.
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Results and Discussion

At the beginning we carried out global evaluation of correctness in the knowledge
section of the questionnaire to get a general overview. Only the total final percent of
correct answers with each respondent was taken into account.

Table 3. Division of respondents of individual groups according to the number of correct
answers.

Group very low  low high very high

0to 10 22.22% 15.33% 8.99% 7.94%
11t020  65.66%  66.00%  63.15%  57.14%
21t030  12.12% 15.56%  23.64%  30.95%
31 to 40 0.00% 3.11% 4.22% 3.97%

Table 4. Division of respondents of individual groups in the interval of the quantiles.

Group very low  low high very high
0% to 25% 39.39% 31.78% 20.20%  23.81%
25% to 50% 31.31% 25.11% 25.75% 15.87%
50% to 75% 17.17% 24.00% 26.08%  25.40%
75% to 100% 12.12% 19.11% 27.97%  34.92%

For the whole knowledge section of the questionnaire (40 questions) the result of
Kruskal-Wallis test is presented in Table 5 and the subsequent testing (Dunn) in the
tables 6 and 7.

Table 5. Result of Kruskal-Wallis test (level of languages knowledge).

Level Count Sum of rank  Mean rank
very low 99 56448 570.1818
low 450 317556 705.6800
high 901 755540 838.5572
very high 126 113132 897.8730
Total 1576 1242676 788.5000

concordance correction = 0, statistics chi-square = 55.86
degrees of freedom = 3, right probability = 0

Table 6. Subsequent testing of groups according to the level of languages knowledge (Dunn),
all questions.

Homogenous

subgroups

Group 1: very low
Group 2: low

Group 3: high very high
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Table 7. Statistical significance of differences of ranking for individual thematic groups of
questions.

Homogenous subgroups 1. Geography of the EU

Group 1: very low low high very high
Homogenous subgroups 2. History of the EU

Group 1: very low low

Group 2: low high

Group 3: high very high

Homogenous subgroups 3. Institutions, policy and law of the EU
Group 1: very low low

Group 2: low very high high

Homogenous subgroups 4. Economy and finance of the EU
Group 1: very low low

Group 2: low high very high

Homogenous subgroups 5. Culture, education and sport in the EU
Group 1: very low

Group 2: low

Group 3: high very high

Homogenous subgroups 6. The Czech Republic in the EU
Group 1: very low low very high

Group 2: low very high high

Homogenous subgroups 7. The “seamy side” of the EU

Group 1: very low

Group 2: low

Group 3: high very high

Homogenous subgroups 8. Curiosities and superlatives in the EU
Group 1: very low low high

Group 2: low high very high

Table 8. Mean ranking in thematic groups of questions.

Level Count Al A2 A3 A4 AS A6 A7 A8 Total

very low 417 702.18 681.37 634.80 661.48 586.60 673.26 577.07 685.26 570.18
low 790 739.65 742.43 764.50 758.81 732.82 76591 713.92 750.56 705.68
high 318 815.62 810.51 814.95 810.85 827.85 811.19 83247 808.17 838.56

very high 51 836.84 879.85 805.89 834.49 864.58 797.49 906.60 864.45 897.87
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Final Results

Mean ranking in thematic groups of questions is corresponding to stated level of the
languages knowledge. With higher level of the knowledge the mean rank is better.
There are only two exceptions. In the groups 3 and 6 (Table 8) there was better mean
ranking in the case of high level knowledge students than in the case of students with
very high level of knowledge. In the case of all questions statistical dependence was
not proved (p=0.07392 in Pearson’s chi-square test), but in separated groups there
was quite strong dependence with p-values less than 0.05 except of the group 8
(p-value nearly over 5%) and group 6. In the case of separated questions half of the
results were significant.

3 Conclusions

The aim of this contribution was to show some possibilities of statistical software R in
the contingency tables analysis. It was shown, how to realise basic calculations
connected with the contingency tables and corresponding tests of independence. The
contribution includes one example from my working field and my colleagues
discussing the results of questionnaire survey.
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Abstract. This paper re-examines the validity of the permanent income
hypothesis under the rational expectations assumption in the Czech economy.
The relationship between consumption and income is analysed by means
of cointegration analysis ina single-equation model. As consumption and
income proved to be co-integrated, the error correction model has been built
in order toestimate a long-run relationship between the two variables.
The analysis takes advantage of the recent availability of more detailed
breakdowns of consumption data and methodologically consistent quarterly
time series for the last decade. The results of the permanent income hypothesis
test show mixed results, depending on the choice of variables.

Keywords.: Consumption, Income, Rational expectations, Permanent income
hypothesis, Co-integration, Error correction model.

1 Introduction

The permanent income hypothesis is a theory of consumption. The hypothesis states
that consumption patterns are determined by longer-term expectations of income,
therefore transitory short-term changes in income have small impact on consumer
spending behaviour.

Much effort has been made and a vast literature exists on whether the response
of consumption to income is consistent with the permanent income hypothesis. Since
the seminal work of Hall (1978) [10], who explained the stochastic implications
of the permanent income hypothesis, manifold tests of the permanent income
hypothesis have been developed. Some of the tests were performed in the framework
of the structural econometric consumption function e.g. Flavin [9] and some of them
in other environments, as shown in the papers of Mankiw and Shapiro (1985) [14],
Stock and West (1987) [16], Campbell and Mankiw (1990) [4], and others.

Each empirical test has its pros and cons, as the tools and methods employed often
relaxed certain theoretical assumptions. The subsequent research has shown that some
of the tests were inappropriate and sometimes highly biased. They did not tackle
appropriately problems of spurious regressions, ignored unit roots issues, used de-
trended time series and thus concentrated only on a short run relationship between
consumption and income etc. The empirical research in this field has always been
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closely related to new findings and developments in statistics and econometrics.
In this respect, work on co-integration and error correction models, firstly suggested
by Granger and further elaborated by Engle and Granger (1987) [6], is perceived
asone of the major contributions for the empirical tests of permanent income
hypothesis. However, the international empirical evidence does not offer conclusive
results and supports the hypothesis only in a few countries [15].

As regards the Czech Republic, several papers on various issues regarding
the relation of consumption and income have been published. The research
concentrated mostly on the analysis of the consumption function, e.g. Husek (1999)
[12] and Filacek (1999) [8] modelled household consumption and later on Mandel
and Tomsik (2003) [13] developed an enlarged version of the consumption function
for the Czech Republic and tested the Ricardian equivalence hypothesis in a small
open economy.

There are few working papers addressing directly the permanent income
hypothesis issue in the Czech Republic. One of them is a specific test of permanent
income hypothesis on the Czech voucher privatization by Hanousek and Tama (1997)
[11]. The explicit test of permanent income hypothesis was suggested by Arlt,
Cutkova and Radkovsky (2001) [2]. They developed an econometric model
of consumption based on disposable and labour income and rejected the permanent
income in the Czech Republic at that time.

This paper aims at re-examining the validity of the permanent income hypothesis
in the Czech economy. The test of the permanent income hypothesis employed does
not require construction of a structural consumption function model, but might have
implications for development of such a model. It also does not elaborate
on the consumption behaviour of the Czech households in detail. The main goal
of the paper is to analyse relationship between consumption and income while using
the tools of co-integration analysis.

The permanent income hypothesis theory implies unit co-integration vector
of disposable income and consumption, therefore the empirical strategy is as follows:
If co-integration of the variables concerned is confirmed, then both short- and long-
run relationships can be estimated by an error correction model. The estimated co-
integration vector is then compared with the theoretical one.

2 Permanent income theory and its stochastic implications

The rational expectations theory, suggested in the 1960s, became an integral part
of both new classical and new Keynesian macroeconomics. The concept states that
outcomes do not vary systematically or predictably from what people expected.
Rational expectations assume that people behave rationally, i.e. take into account all
available information in order to maximize their utility (e.g. consumption). Linking
the rational expectations theory with consumption theories then lead to the permanent
income theory under rational expectations.

As explained e.g. in [5], under the life-cycle or permanent income hypotheses,
individual consumption does not depend on current income alone, but also
on prospects of income in the future. The consumption is determined by the value
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of lifetime resources or eventually by permanent income, usually defined as average
or expected income. Since the permanent income is assumed to be an annuity
of lifetime resources, the two theories are very close. People consume out of their
permanent income, which equals the level of consumption that can be sustained while
leaving wealth intact. In defining wealth, and measure of human wealth namely,
the present value of people’s expectations of future labour income is considered.
Since the permanent income depends on lifetime resources, it is unlikely to fluctuate
much in response to short-term fluctuations in income. Permanent income is therefore
smoother than actual current income, so the theory is consistent with the observation
that consumption is smoother than income. Over a span of many years, permanent
income aligns on average with the measured income, so that in the long run,
consumption is proportional to income.

Consumption theory under rational expectations hypothesis was elaborated by Hall
(1978) [10]. Based on his theorem, suggested in the same paper, he showed that under
certain assumptions, marginal utility of consumption follows a random walk with drift
and, with reasonable approximation, the consumption itself should evolve in the same
way. Such a conclusion has strong stochastic implications. Consumption growth
lagged more than one period has no additional predictive power for current
consumption growth. Very rigorous testable implication of the random walk
hypothesis is that any other economic lagged variable has no predictive power with
respect to current consumption growth including for example lagged income, changes
in stock prices etc. Hall explains that permanent income theory of consumptions
assumes an intelligent forward-looking consumer (actually rational one),
so if the previous value of consumption incorporated all information available at that
time, then lagged values of actual income should have no explanatory power once
lagged consumption is included, i.e. the best prediction of future consumption
is the present level of consumption. Hall used in fact some kind of regression analysis
in order to test the permanent income hypothesis and did not explicitly mention
the issue of unit roots for the time series used in his analyses. This problem was
attacked in successive work of Stock and West (1987) [16]. They clearly addressed
the issue that estimation and testing procedures in the presence of unit roots might be
highly biased and pointed out that co-integration properties of the regressors (lagged
income and other variables) are of high importance.

In this paper we apply the modification of Flavin’s (1981) [9] permanent income
hypothesis model. In short it may be described in a following way. Consumption C,
equals permanent income Y/, the annuity value of the sum of human wealth H, and
non-human wealth W, r is real interest rate, Y, is labour income and E,denotes
expectations conditional on the consumers’ information set as of time #:

€ =rMi + r(l + 704 E, 1)

He = B Froll 07 ooy 2)

We = (1 + 90y + ¥ooy - Cooy 3
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Thus, consumption is proportional to the sum of human wealth, which
is the expected present value of future labour income and accumulated savings. Under
the permanent income hypothesis, the change in consumption equals
the unpredictable change in annuity value of labour income, stemming from
information shock:

i"f':n_[ = ':n_[ - |:'_E—L = 'i"";hr‘-[[ - E‘[_LH[:[ =it . 4)

This result is consistent with the above mentioned conclusion that consumption
follows a random walk, where random information shock is not correlated
to the expectations in the previous period, E. & = 0. As emphasized by Campbell
(1987) [3], proposing an alternative test of permanent income hypothesis based
on saving rates, also current savings can be obtained from the equations (1) to (3).
Let’s denote disposable income Y;”. It can be expressed as a sum of labour income
and accumulated savings.

¥F =¥ & b . (5)

Then, relationship between disposable income Y,°, consumption C, and current
savings S; is obtained by substituting (2) into (1) and assuming (5), where A denotes
a standard backward difference:

¥F = €= Vo b vl — G = — TR, Bl 4 71" 6%, . ()

The difference between disposable income and consumption equals to the expected
present value of future declines in labour income. This is the so called “saving for
arainy day” feature of the permanent income hypothesis model. It is assumed that

the term Ej‘.._ E. {14y &Y%, 4 1s stationary, a saving is a discounted present value

of expected changes in labour income, these changes are stationary, so saving is also.
This assumption has significant implications. First, a linear combination
of consumption C, and disposable income Y;”, which can be thought as saving,
is stationary in its level even if both time series are non-stationary I(1). Those two
variables are co-integrated inthe sense of Engel and Granger [6]. Second,
the equation (3) suggests that consumption C,, labour income Y, and nonhuman wealth
W, should be co-integrated in the same sense.

If the permanent income hypothesis holds, C, equals permanent income Y;” and C;-
Y,=¢,, while g is 1(0), consumption and disposable income are co-integrated with unit
co-integration parameters (1,-1). The same line of reasoning applies when co-
integration of labour income, nonhuman wealth and consumption is tested. Therefore,
labour income alone should not be co-integrated with consumption at all or with
different co-integration parameters, as the non-human wealth must be considered
as well. In addition, when consumption and disposable income are co-integrated with
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vector (1,-1), then we can derive from the equations (3) and (5) that non-human
wealth W, is also non-stationary I(1):

B =G =W —WE =3, (7

In case that consumption and disposable income are co-integrated with vector
(1,-1), then labour income might be either stationary I(0) or non-stationary I(1).
In both cases the nonhuman wealth 1, is again non-stationary I(1).

3 Sources and data treatment

As regards consumption, economists extended the permanent income hypothesis
model in order to allow for factors such as habit persistence in consumption, liquidity
constraints on households and the range of durability length of various consumption
goods. Consumption can be broken down to durable and non-durable components,
while usually only consumption expenditure on non-durable goods and services
is considered in empirical analyses. The idea behind is that durable part
of consumption is already included in stock of non-human wealth and therefore
already in some way in the data. However, some authors e.g. [17] claim that this issue
may be irrelevant, as no theory of consumer behaviour needs to be involved in order
to derive equations in Section 2. The similar issue of a proper definition for empirical
analysis pertains to labour income. Wages and salaries are usually used as a good
approximation of labour income.

In estimations two data source were employed, both available at the Czech
Statistical Office web pages [19]. The first set of data comes from the quarterly
National Accounts (ESA 95 methodology) and the second one from the monthly
Population Statistics of the Czech Republic. The Population Statistics provide
quarterly data used for per capita calculations.

Household consumption and labour income (approximated by wages and salaries)
data come from the National Accounts, the quarterly GDP estimation [18]. Detailed
breakdown of nominal and real consumption data is available in the data set on
Household final consumption expenditure by durability, where household
consumption in domestic concept is broken down to durable goods, semi-durable
goods, and non-durable goods and services. The latter data set became available only
recently and belongs to the GDP expenditure approach estimation. Quarterly current
wages and salaries are available in data on GDP income approach. Current disposable
income, which is a balancing item, is taken from the table Transactions in products
and distributive transactions for the household sector. Unfortunately, data
on nonhuman wealth, which are in national accounts terminology represented
by the net wealth of households sector, is not available on a quarterly basis and no
approximation, using e.g. the net financial wealth, has been used.

All time series in current prices were deflated by the total household expenditure
deflator in order to obtain real household total consumption, real non-durable goods
and services consumption, real wages and salaries and real households disposable
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income. Finally, all time series were divided by population to obtain data per capita,
and subsequently seasonally adjusted by X12-ARIMA method.

The real consumption data, consumption by durability and real wages and salaries
are available since the first quarter of 1996, real disposable income from the first
quarter 1999 up to the first quarter of 2009. The data used in the empirical analyses
therefore count last ten years and one quarter (41 observations). Development of real
total consumption, real consumption on non-durables and services, real labour income
and real disposable income per capita is shown in the Figure 1, while the Figure 2
describes the same variables, but seasonally adjusted by X12-ARIMA method.
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Disposable income = === Labour income

Fig. 1. Total consumption, consumption on nondurable goods and services (NDGS), disposable
and labour income (real per capita) in CZK.
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Fig. 2. Total consumption, consumption on nondurable goods and services (NDGS), disposable
and labour income (real per capita) in CZK seasonally adjusted by X[112ARIMA.
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4 Co-integration of consumption and income in an error
correction model

Firm linkage between co-integration and error correction models comes from
the Granger representation theorem, stating that two or more co-integrated time series
that have an error correction representation, and two or more time series that are
error-correcting are co-integrated [6]. However, this holds only for integrated time
series processes. An error correction (EC) model is powerful in distinguishing
between short-run and long-run relationships. The starting point for the derivation
of asingle equation EC model may be the autoregressive distributed lag model
(ADL).

The derivation of an EC model is shown on an example of consumption C; and
disposable income Y;”. Both time series are assumed to be integrated I(1). The static
regression of consumption C, on disposable income Y,” can be performed first in order
to check in advance whether the two time series are co-integrated.

€Co=c+0¥F +u,. (8)

The non-stationary error terms u, from the static regression indicates a problem
of spurious regression. The co-integration between consumption and income can be
debated only if the errors u, from the static regression are stationary I1(0) and two
situations can be distinguished. First, if the errors are not autocorrelated, then there
is only a long-run relationship between the two variables concerned and the parameter
p can be interpreted as a long-run multiplier. Second, if the errors are autocorrelated,
then including lagged variables in the static regression may solve the problem
of autocorrelation and the equation has a form of e.g. ADL (1,1) model, where
&:1s assumed to be an i.i.d. random variable:

Ce=mpt ol +BYF+0FE . +2,. )

The ADL model, however, does not explicitly show the long-run multiplier
between consumption and income. The ADL model can be transformed into
a generalized version of an error correction model. Assuming the ADL(1,1) model,
the GECM model takes the following form:

80, =+ ':'55:. - 13 - I‘r;::.:[ + .32-51'?:?4‘ B+ By + &y - ']JFE:L'I" &. (10

The equation (10) explains how quickly the system reacts to any disequilibrium
and the coefficient (a;-1) can be interpreted as the speed at which consumption
adjusts to any discrepancy between consumption and the disposable income
in the previous period. The equation (10) is further transformed into the EC model:
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8€; =y + FpFF + (o — 1) [y - %ijﬁirﬁ e (11)

The EC model at the same time describes short-run relationships between
the variables (the parameter f,belonging to the differentiated Y¥;”) and long-run

relationships (parameter -'i_'T' before the non-differentiated term). The co-integration

vector is (1, —%;_'TE_:") and thus if consumption and income are co-integrated with vector

(1,-1), than the second co-integration parameter, which is the long run multiplier
i

k:Ef_'T_" =] and By +fy +o,;=1. The permanent income hypothesis might be then
regarded as confirmed. It also implies that the average propensity to consume (APC)
is constant.

5 Empirical test of the permanent income hypothesis

The empirical test of the permanent income hypothesis, as suggested in the previous
sections, is tested in the EC model framework. The analysis takes advantage of recent
availability of more detailed breakdowns of household consumption data, which are
generally believed to more closely fit to the theoretical assumptions of the permanent
income hypothesis. The test is simultaneously performed for the total household
consumption data as some other authors [17] deem that there is no justification for
distinguishing between consumption of durable and non-durable goods and the results
can be compared to the analysis carried out by Arlt et al. (2001) [2].

The permanent income hypothesis representation illustrated above is investigated
by means of co-integration analysis of the following pairs of variables expressed
in real per capita terms:

1. Consumption on non-durable goods and services CND, and disposable income
Y?,

2. Consumption on non-durable goods and services CND, and labour income Y,

3. Total consumption C, and disposable income Y2,

4. Total consumption C, and labour income Y,

Autocorrelations of total consumption C,, consumption of non-durable goods and
services CND,, disposable income Y;” and labour income ¥, begin close to one and
decline rather slightly. The partial autocorrelations of all variables decline close
to zero after the first one, so the time series seem to have properties of a random walk.
Also the unit root test, the Augmentd Dickey-Fuller test (ADF), suggests that all time
series have a unit root, i.e. are non-stationary.

To see whether the prerequisites for co-integration of variables are fulfilled,
the four OLS static regressions were calculated for the four pairs of variables.
The residuals from the regressions were then checked for stationarity 1(0), while using
again the ADF test, but the test results were compared with the stricter MacKinnon’s
critical values [7], taking into account the number of time series in the static
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regression. The ADF test suggests that residuals are all stationary. Therefore,
the colJintegration between the indicated pairs of time series can be considered.
The equation (9) was estimated by the OLS and then transformed in the EC model
in the form of equation (11).

5.1 Relationship between consumption on nondurable goods and services CNDy
and disposable income Y°

The ADL(1,1) model in the form of the equation (9) for consumption on non-durable
goods and services and disposable income with standard errors in brackets was
estimated first. * denotes statistical significance for the respective parameter
at * 10%, ** at 5%, and *** at 1% level. The parameters o, and [;, were statistically
insignificant and therefore excluded, the ADL(1,0) model without a constant then
takes this form:

END, = 0.82CND,_, + 0.1S¥F . (12)
(0.10)*** (0.07)**

The EC model derived from the ADL(1,0) model:
SCND, = 0.158¥F — 0.18lewD,_, - 0.82¥F,]. (13)

The estimate of the long term multiplier k=0.82 and significantly differs from 1.
It implies that estimate of the co-integration vector is (1,-0.82), and such a result does
not support the propositions of the permanent income hypothesis.

5.2 Relationship between consumption on nondurable goods and services CNDy
and labour income Y,

The EC model was also estimated for consumption on nondurable goods and services
and labour income. Nonetheless, with respect to non-validity of the permanent income
hypothesis, this estimate has rather an illustrative purpose. The estimate of the EC
model was derived from the ADL(1,0) model with a constant, all parameters are
significant at 1% level:

SEND, = 3644.02 4 0,448F, — 0a6leND, ., — 0047, ]. (14)

The long-term multiplier was estimated £=0.94, the co-integration vector is
(1,110.94), which shows a stable co-integration relationship between consumption
on nondurable goods and labour income.
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5.3 Relationship between total consumption C; and disposable income Y;°

Similar ADL (1,1) model in the form of the equation (9) for total consumption and
disposable income (with standard errors in brackets) was estimated in order to obtain
comparable results with research carried out in 2001 [2]. The parameters o, and B,
were statistically insignificant and therefore excluded from the model, which then
takes form of the ADL(1,0) without a constant:

£, =090, + D20FF. (15)
(0.09)***  (0.08)**

The EC model derived from ADL(1,0) model:
EC, = 0.208¥FF — 02000, _, - ¥R, (16)

The estimate of the long term multiplier £=0.991. The estimate of the co-
integration vector isthen (7,-/) and the co-integration vector therefore equals
to the theoretical co-integration vector implied by the permanent income hypothesis.
As a result, the permanent income hypothesis was confirmed for the total
consumption and disposable income. This finding differs from permanent income
hypothesis test from 2001 [2], as at that time the hypothesis was rejected. There may
be several reasons for it e.g. the time series involved were even shorter and before
the major methodological revision of national accounts etc.

5.4 Relationship between total consumption C; and labour income Y,

Section 2 suggested that if the permanent hypothesis is valid, then consumption and
labour income should not be co-integrated with the same co-integration vector
as consumption and disposable income. This additional examination also uses the EC
model, which was derived from the ADL(1,0) model with a constant, where all
parameters are significant at 1% level:

&€, = 5194.,93 + 0.538Y; - 049|c,_, - 1.09¥%,_,]. 17)

The long-term multiplier was estimated k=1/.09, the co-integration vector is then
(1,1.09) and this result is consistent with the permanent income hypothesis.
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6 Results and conclusions

The permanent income hypothesis under rational expectations for the Czech economy
was tested in order to explore the long run relationship between consumption and
income by means of co-integration analysis. The results of the test offer mixed results.
Considering the permanent income hypothesis in the form described in the section 2
of the paper, the test for consumption on non-durable goods and services and
disposable income rejected the hypothesis. On the contrary, test for total consumption
and disposable income does no reject the permanent income hypothesis and
the results seems to be encouraging. The international empirical evidence only rarely
confirms the permanent income hypothesis, in this context the Czech Republic might
be seen rather as an exception.

It needs to be stressed that the outcomes of the test may be considerably dependent
on several factors, which should be further analyzed. The results are rather sensitive
in respect to the choice and the length of the data series, methods of seasonal
adjustments and other data transformations, as well as lag structures of the variables
and the estimation methods. In particular in the Czech Republic, the methodologically
consistent time series are still relatively short for this kind of analysis and therefore
the results should be taken with a caution.

There might be a number of issues, which were not studied in detail, but may have
an influence on the test results. The strict assumptions of the permanent income
hypothesis were not examined and may not hold. Further analysis is needed in order
to reaffirm the theoretical groundings of the permanent income hypothesis and
the empirical findings in the Czech Republic.
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Abstract. We often obtain ordinal data as the results of questionnaire surveys.
The special techniques should be applied in this case. The paper focuses on
methods for discovery of groups of similar variables, as cluster analysis,
multidimensional scaling (with special similarity measures), and optimal
scaling which can help in the process of the dimensionality reduction. This
reduction is useful for application of classification methods when objects are
classified into groups. The data from questionnaires were analyzed by these
methods in the SPSS Statistics and STATISTICA systems.

Keywords: Ordinal variables, cluster analysis, multidimensional scaling,
optimal scaling.

1 Introduction

When objects are classified into groups by means of methods of statistical analysis,
the choice of variables is an important task. The objects can be characterized by high-
dimensional vectors of variable values. For simplification of analysis, dimensionality
reduction is needed. In this process, the discovery of the relationships between
variables is a very useful tool. Several variables can be replaces by only one of them
or by a linear combination of these variables. In this paper we focus on the methods of
graphical representation of the relationships — hierarchical clustering with its
dendrogram, multidimensional scaling, and optimal scaling.

The first two methods are based on the proximity matrix which contains evaluation
of relations in all pairs of variables; the use of these techniques is also possible for
ordinal variables. The special similarity measures should be applied in this case.
Optimal scaling is the method proposed for nominal and ordinal variables.

This means that there are several different techniques and their variants for
graphical representation of variables relationships. Further, there are several similarity
measures for ordinal variables. The problem is that we can get the different groups of
variables by different methods. By analyzing two different data files we show that a
combination of several methods is needed for the data structure discovery.

For the following analyses we use two well-known statistical packages — SPSS
(now IBM SPSS) and STATISTICA. For more details concerning possibilities of
these systems in the area of searching relationships between variables, see [4].
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2 Similarity Measures for Ordinal Variables

In the process of searching groups of similar variables, coefficients of dependency are
usually applied as similarity measures, see [3]. Dependency of the ordinal variables is
denoted as a rank correlation and their intensity is expressed by correlation
coefficients. The best known among them is Spearman’s correlation coefficient. Let
us have the n x p data matrix X with the elements X;; where n is a number of objects
and p is a number of variables. If investigated ordinal variables Xy and X} express the
unambiguous rank, the following formula can be used for Spearman’s correlation
coefficient:

6-2 (% = %)’ O

=l-—=t
s n(n>-1)

If this assumption is not satisfied, the process described in [2] must be applied.

Other measures investigate pairs of objects. If, in a pair of objects, the values of
both investigated variables are greater (less) for one of these objects, this pair is
denoted as concordant. If for one variable the value is greater and for the second one
it is less, then the pair is denoted as discordant. In other cases (the same values for
both objects exist for at least one variable), the pairs are tied. For the sake of
simplification, we will use the following symbols:

I' — a number of concordant pairs,

A — a number of discordant pairs,

Y, — a number of pairs with the same values of variable Xy but distinct values of
variable Xj,

Wy, — a number of pairs with the same values of variable X, but distinct values of
variable Xg.

On these numbers of pairs, Goodman and Kruskal’s gamma is based for example.
Similarly as Spearman’s correlation coefficient, it is a symmetric measure. It is
expressed as

T-A
F+A°

Y )

Another symmetric measure is Kendall’s tau-b (Kendall’s coefficient of the rank
correlation). It is expressed as
L r-A
P JTrar )T A+, 3)

Another correlation coefficient is the tau-C coefficient, which is denoted either
Kendall’s tau-c (SPSS) or Stuart’s tau-c (SYSTAT, SAS). The formula is following:
2q(T'=A)
Te=—5 — 4)
n“(q-1)

where  is the minimum of numbers of categories of the variables Xy and Xj.
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Furthermore, Somers’ d is used. Both symmetric and asymmetric types of this
measure exist. The asymmetric one is expressed as
I'-A

% T r ATy, ®)

The symmetric measure is calculated as a harmonic mean of both asymmetric
measures, i.€., the final formula is

_ 2-(T-A) 5
T2 (A + Y+, ©

Features of measures mentioned in this section are described in [2].

3 Methods for Searching Groups of Similar Variables

There are several types of techniques which are assigned to dimensionality reduction
methods. Some of them are based of the projection of a high-dimensional space into a
low-dimensional space. Usually, an object characterized by the vector of values of
variables is plotted as a point in two-dimensional space where two of the found
dimensions are used. Similarly, values of components or new dimensions can be
calculated for variables which can then be plotted in two-dimensional space by means
of a dot graph. If groups of variables exist, it can be seen in this graph. Another way
how to graphically show relationships between variables is a dendrogram as the result
of hierarchical cluster analysis.

We applied a hierarchical agglomerative algorithm which starts with each variable
in a group of its own; then it merges clusters until only one large cluster remains, see
[5]. It is based on the proximity matrix which involves dissimilarities for all pairs of
variables. These dissimilarities can be derived on the basis of similarities. Once
several variables have been linked together, we need a linkage or amalgamation rule
to determine when two clusters are sufficiently similar to be linked together. The
complete linkage method and single linkage method are used for the further analysis.
In the former, the dissimilarity between two clusters is determined by the greatest
dissimilarity between two variables from these clusters. In the latter, the dissimilarity
between two clusters is determined by the lowest dissimilarity between two variables
from these clusters.

Multidimensional scaling is also based on the proximity matrix. Non-metric
multidimensional scaling is used for the further analysis. It both finds a non-
parametric monotonic relationship between the dissimilarities in the proximity matrix
and the Euclidean distance between variables, and the location of each variable in the
low-dimensional space. The user must pre-specify number of dimensions.

Optimal scaling quantifies categorical variables, resulting in optimal principal
components for the transformed variables. The variables can be given mixed optimal
scaling levels and no distributional assumptions about the variables are made.
Optimal scaling can easily deal with nonlinear relationships between the variables to
be analyzed.
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4 Applications to Real Data Files

In this section, the analysis of two data files will be described. The first data file is
from the research “Males and females with university diploma”, No. 0136, Institute of
Sociology of the Academy of Sciences of the Czech Republic. The author of this
research is the Gender in Sociology Team; the data collection was performed by
Sofres-Factum (Praha, 1998). This file contains answers from 1 908 respondents.

The second file is the result of the research “Active lifestyle of university students*
which was realized at the Faculty of Electrical Engineering of the Czech Technical
University in Prague by dr. Z. Valjent from the Institute of Physical Education and
Sports of this university in 2008, see [6], [7]. This file contains answers from 1 453
respondents.

4.1 Males and Females with University Diploma

For the purpose of investigation of relationships between variables, 13 variables
expressing a satisfaction concerning a respondent’s job from different points of view
were analyzed. Respondents evaluated their satisfaction on the scale from 1 (very
satisfied) to 4 (very dissatisfied). The similarity matrix based on Kendall’s tau-b was
created in the SPSS system. This matrix was transformed to the dissimilarity matrix
by subtraction of the values from 1 in Microsoft Excel. The transformed matrix was
analyzed by the complete linkage method of hierarchical cluster analysis in the
STATISTICA system (for the reason of better quality of graphs). The resulting
dendrogram is shown in Fig. 1.

If we do a cut in the distance 0.85 in the dendrogram, we obtain two larger clusters;
with cutting in the distance 0.6 in the dendrogram we obtain six smaller clusters. The
first lager cluster represents two groups: 1) satisfaction with salary, remuneration and
evaluation of working enforcement; 2) satisfaction with perspective of the company
and possibility of promotion. The further smaller clusters represent the following
groups of variables: satisfaction with relationships in the company and relationships
between males and females, satisfaction with scope of employment and use of
respondent degree of education, satisfaction with management of the company,
respondent supervisor and possibility to express own opinion, and the alone variable
expressing a satisfaction with working burden.

Then the transformed matrix described above was analyzed by non-metric
multidimensional scaling (MDS) in the STATISTICA system. The resulting dot plot
for the st and 2nd dimensions is in Fig. 2. We can see that the relations between
variables differ a little. While variables pla and p2b (satisfaction with salary and
remuneration) are the most similar according to cluster analysis, with the use of MDS
the distance between variables p1f and p2g (satisfaction with scope of employment
and use of respondent degree of education) are the smallest. MDS can provide
different views on the data. The variables can be expressed by more than two
dimensions and for each combination of them a special view on variables is provided.
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Fig. 1. Dendrogram of relationships between variables based on complete linkage.
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Fig. 2. Dot plot of relationships between variables obtained by multidimensional scaling.
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In the end, we applied the CATPCA (principal component analysis for the
categorical data) procedure as the method of optimal scaling in the SPSS system. We
found some values of component loadings greater than 0.6 in three dimensions. In the
resulting graph for the first two dimensions, we can distinguish three pairs and one
triplet of variables which are very close. We considered that each variable is an object
characterized by three values of component loadings (corresponding to three
dimensions). Then the relationships between variables can be plotted by a
dendrogram. With the use of the single linkage method and Euclidean distance we
obtained variables p1f and p2g well separated, see Fig. 3, similarly as in Fig. 2.

Males and Females with University Diploma
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Fig. 3. Dendrogram of relationships between variables based on optimal scaling.

4.2 Influence of University Environment on Active Life Style of University
Students

For the purpose of investigation of relationships between variables, 15 variables
expressing a satisfaction concerning different points of view of the students’ life were
analyzed. Respondents evaluated their satisfaction on the scale from 1 (no
satisfaction) to 7 (very satisfied). The similarity matrix based on Kendall’s tau-b was
created in the SPSS system. This matrix was transformed in the same way as was
described in Section 4.1. The transformed matrix was analyzed by the complete
linkage method of hierarchical cluster analysis in the STATISTICA system. The
resulting dendrogram is shown in Fig. 4.
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Fig. 4. Dendrogram of relationships between variables based on complete linkage.

If we do a cut in the distance 1 in the dendrogram, we obtain two larger clusters;
with cutting in the distance 0.85 in the dendrogram we obtain six smaller clusters. The
most similar answers in a pair are satisfaction with study generally and studying
results (V19 and V20), and satisfaction with partner in life and sex life (V17 and
V18). With the latter groups the following answers are merged into the second large
cluster: satisfaction with success and acknowledgments from others (V14), with
friends (V16) and family life (V15). The first large cluster further represents
satisfaction with visage and body weight (V12 and V13), with leisure time, health
state, fitness, and total quality of life (V23 to V26), with financial situation and
housing (V21 and V22).

As in the previous example, the transformed matrix was analyzed by non-metric
multidimensional scaling in the STATISTICA system. The resulting dot plot for the
Ist and 2nd dimensions is in Fig. 5. In this case we can see that the pair formed by
variables V17 and V18 (satisfaction with partner in life and sex life) is distinguished
as well as in cluster analysis. With vertical splitting the graph according to the value
—0.2 we obtain two groups of variables corresponding to two clusters in Fig. 4.

In the end, we applied again the CATPCA procedure in the SPSS system. We
found some values of component loadings greater than 0.6 in three dimensions. In the
resulting graph for the first two dimensions, the pair formed by variables V17 and
V18 were separated distinctively from other variables. With the application of the
single linkage method to the component loadings for three dimensions, we obtain
again variables V17 and V18 well separated in a dendrogram, see Fig. 6.
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Fig. 5. Dot plot of relationships between variables obtained by multidimensional scaling.
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Moreover, in this case we obtained a distinct view on the relationships between
variables. The most similar variables are V13 and V24 (body weight and health state)
which are merge with V25 (fitness), V23 (leisure time) V12 (visage) and V22
(housing) into one from four clusters. The very close variables V15 and V16 (family
life and friends) are merger into the second clusters with the pair of variables V14 and
V26 (success and acknowledgments from others and total quality of life). The third
cluster is formed by the pair of variables V19 and V20 (study generally and studying
results) and the variableV21 (financial situation).

5 Conclusion

We presented only selected problems concerning methods for the dimensionality
reduction in the data file with ordinal variables. Although there is a lot of ways how to
determine groups of similar variables which are ordinal, in some papers only
traditional factor analysis is applied. For example in [1] the data file concerning the
features of typical and ideal policeman was analyzed. In each of these two cases, 24
variables were investigated. Respondents evaluated the features on the scale from 1
(positive evaluation) to 7 (negative evaluation). Factor analysis was used in this case.

The important task in the process of searching groups of similar variables is a
determination of the number of these groups (clusters or dimensions). In the case of
cluster analysis, several coefficients for cluster number determination exist, see [5].
The problem is that the user can obtain different results by different coefficients. The
searching disjunctive groups of similar variables can be difficult in cases when groups
of variables are overlapping. In this case, fuzzy cluster analysis could be used.

In our further research we plan to propose a technique for combination of results
obtained by different methods with the aim to describe the data structure in an
aggregate form. However, in this process the interpretation of groups of variables as
underlying factors should be considered. For this reason the combination of results
can be only a helpful tool for the finally description of the structure presented by an
analyst.

Acknowledgments. This work was partially supported by project MSM6138439910.
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Abstract. The paper deals with a special class of cluster analysis methods
where a membership degree is calculated for each object and each cluster.
These methods are investigated under the name fuzzy cluster analysis. We
present some emerging topics in this area, such as relation fuzzy clustering, soft
clusters ensembles, similarity of fuzzy clusters, visualization of clustering
results, simultaneous clustering and feature discrimination, and techniques for
cluster number determination. Some tasks are illustrated by clustering of binary
variables.

Keywords: Fuzzy cluster analysis, ensembles of fuzzy clustering, relationships
between clusters and variables, cluster number determination.

1 Introduction

Cluster analysis has become a widely accepted synonym for a broad array of activities
of exploratory data analysis and model development in science, engineering, life
sciences, business and economics. Clustering (or segmentation) is the process that
groups similar objects together and forms clusters. It is an important tool of
exploratory data analysis. It is applied in areas such as data mining, text mining,
image analysis, and pattern recognition. Clusters are groups of objects homogeneous
within and desirably heterogencous in between. The rationale of intra-group
homogeneity is that objects with similar attributes are likely to respond in a similar
manner to a given action. Identification of groups of people with similar opinions or
customers with similar demands applications can be mentioned as an example. In the
above-mentioned cases the overlapping groups can exist. Fuzzy cluster analysis is
usually applied to the assignment of such objects to the groups As result, we obtain
not only information about object membership but also even more membership
degrees for each object and each cluster. In such a way the object can be assigned to
more than one cluster with a given level of assignment.

For clustering, each object is represented by a set of features. It means that the
variables involved in the clustering process are defined in advance. There can be
different types of these variables. In the following text, we will consider only
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quantitative and binary ones. For example, if an object is characterized by two
quantitative variables, it can be represented as a point in the two-dimensional space, if
it is characterized by two binary variables, it can be represented as vertex of a unit
square.

The basic concept in cluster analysis is similarity. It is investigated for two objects
or two clusters. However, algorithms of cluster analysis are often based on distances
expressing space relationships of objects or clusters. Distance and similarity measures
are widely used not only in clustering but also in machine learning and other fields.
An attempt to formalize similarity measure and relation between similarity and
distance is given in [4]. Let X; be a vector of feature values, which characterizes the
ith object. Then the distance between the ith and jth objects can be calculated as
Euclidean distance between vectors X; and X; for example (in the following text we
will consider an object and a representing vector as synonyms), i.e.

e 06) =0y = 30~ x,)” =[x x| ®
1=1

here m is a number of variables.

We suppose that the data set consisting of n objects, i.e. X = {X, ..., Xn} should be
partitioned into k clusters Cy, ..., Cy. In some algorithms, the representative of each
cluster is determined. This can be either one object from a cluster (so called medoid)
or a new vector characterizing the center of a cluster (centroid). In the latter case, the
centroid is usually created by average values of individual variables. Further on, the
centroid of the hth cluster will be denoted as X, . Then the distance between the ith

object and the corresponding centroid can be expressed as
dE(Xi7ih):dih:"Xi_¥h”' (2

In the following, the individual algorithms applications are illustrated using the real
data set. This comes from the 1984 United States Congressional Voting Records
Database (http://mlearn.ics.uci.edu/databases/voting-records). It includes 16 variables
(voting on selected topics) and 435 cases but only 230 cases without missing values
were included in the analysis. Variables are binary with the value 1 in case of the
answer “yes” and value 0 in case of the answer “no”. In this task, the clustering of
variables instead of the clustering of cases is considered. This means that we look for
groups of topics with similar answers.

2 The Basic Algorithms and Visualization of Clustering Results

Fuzzy clustering has been studied very intensively in the past decades. A lot of papers
have been published in journals, conference proceedings and in some monographs,
e.g. [2] and [7]. There are many different algorithms used for fuzzy (soft) cluster
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analysis. Fuzzy k-means is one of them, see e.g. [11]. It is based on a generalization of
the classical (hard) k-means (also HCM — hard c-means) algorithm which analyzes
the data set of n object, i.e. X = {Xi, ..., X}, with the aim to minimize the objective
function

n

l"Iihdii (3)

Kk
JHCM
h=1 i=1

where K is a number of clusters, the elements U, €{0, 1} indicate the assignment of
data to clusters (I means the assignment) and dj, is the distance between the j-th
object and the center of the h-th cluster. Further, the following conditions have to be

[ n
satisfied: Zuih =1 fori=1,...,n and Zuih >0 forh=1, ...,k
h=1 i=1

The fuzzy k-means (frequently FCM — fuzzy c-means) algorithm minimizes the
objective function

k n
Jrew = Zzuicrl]diﬁ 4)

h=1 i=1

where elements Ui, €¢0, 1) are membership degrees, and the parameter q (q > 1) is
called the fuzzifier or weighting exponent (usually g =2 is chosen). Furthermore, the
same conditions as in the previous case have to be satisfied:

k n
ZUih =1fori=1,...,n and ZUih >0 forh=1,...,k
h=1 i=l
Another technique is based on the hard k-medoids (HCMdd) algorithm. The
function

k n
‘]HCMdd = Zzuih"Xi - mh" ©)

h=1 i=1

is minimized here under the same assumption as for the function (3) where my is a
medoid in the hth cluster.
The fuzzy k-medoids (FCMdd) algorithm minimizes the objective function

k n
Jrcmaa = Zzuﬁmuxi - mh"2 (6)

h=1 i=1

under the same assumption as for the function (4).
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In some cases, only the proximity matrix is known, instead of the original vectors
of feature values. In this matrix, each pair of objects is numerically described by a
real-valued relation. We distinguish between similarity and dissimilarity relations. An
example of the former is a number of common elements of objects in the pairs.
Cluster analysis based on the proximity matrix is sometimes called relation
clustering, see [14]. For example, two basic algorithms of relation fuzzy clustering
can be used. They can be also applied to a set of original vectors of feature values
from which the proximity matrix is calculated.

The first algorithm is relation fuzzy k-means (RFCM - relation fuzzy c-means). For
g=2 it is called FANNY, see [10], and it is implemented in the statistical software
system S-PLUS. In this algorithm, the objective function

n

) ZZU ud;
Iy = (7)
h=l 2Zulh

is minimized. In this function, dj is the known distance between the ith and jth
objects, and U, and Uj, are unknown. It is a special case of the function (4) when

n n
Xy = > UpX; / > up see [15] p. 232.
i=1 i=1

The second algorithm is relational fuzzy k-medoids (RFCMdd — relation fuzzy
c-medoids). It is based on the fuzzy k-medoids algorithm, see above.

For a membership representation, traditional graphs for disjunctive clustering can
be used, and also some special graphic techniques, see [16]. An example of a
traditional graph in the S-PLUS system is a Silhouette plot. The width and the
direction of the rectangles for the ith object is determined by the value

v, M Ghere m = Z:dij/(ng -, zminh;:g[Zdij/nhj, (8)

max{ ia“i} jeC, jec,

and ng is a number of objects in the gth cluster. It is supposed that the object is
assigned only to one cluster (Cq) according to the highest value of a membership
degree. It means that Uiy = maxp(Uip).

2.1 Example — Voting Records Database

In this example, we applied the FANNY algorithm in the S-PLUS system to the 1984
United States Congressional Voting Records Database. We clustered variables (voting
on selected topics) into three clusters. First, we applied fuzzy cluster analysis to the
original data sets directly (for the transposed data matrix), and we obtained the
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membership degrees less than 0.6 for all the variables and all the clusters. For this
reason, we applied factor analysis first and then we analyzed the first two vectors of
factor loadings (the further vectors of factor loadings explain only a small amount of
variability), see [9]. In Table 1, there are the values of membership degrees both for
original data set and for factor loadings (the values greater than 0.48 are highlighted).

Table 1. Membership degrees for three clusters of variables obtained by algorithm FANNY
(for original data set and for factor loadings)

Variable Original data sct Factor loadings
Cluster I Cluster 2 Cluster 3 Cluster I Cluster 2 Cluster 3

1 0.389 0.389 0.222 0.528 0.366 0.106
2 0.343 0.343 0314 0.127 0.730 0.143
3 0.411 0.411 0.178 0.848 0.107 0.045
4 0.224 0.224 0.552 0.044 0.064 0.892
5 0.201 0.201 0.598 0.049 0.077 0.874
6 0.258 0.258 0.484 0.072 0.127 0.801
7 0.408 0.408 0.184 0.835 0.109 0.056
8 0.418 0.418 0.164 0.857 0.097 0.046
9 0.414 0.414 0.172 0.870 0.087 0.043
10 0.358 0.358 0.284 0.382 0.322 0.296
11 0.372 0.372 0.258 0.100 0.837 0.063
12 0.226 0.226 0.548 0.031 0.047 0.922
13 0.247 0.247 0.506 0.065 0.112 0.823
14 0.243 0.243 0.514 0.053 0.076 0.871
15 0.396 0.396 0.208 0.789 0.152 0.059
16 0.382 0.382 0.236 0.732 0.182 0.086

A silhouette graph is part of the procedure for fuzzy cluster analysis in S-PLUS.
Although it has been proposed for disjunctive clustering, it reflects membership
degrees relatively well. In the third cluster, the order of rectangle widths corresponds
with the order of membership degree values in the individual clusters, see Fig. 1.

3 Ensembles of Fuzzy Clustering and Similarity of Fuzzy Clusters

Sometimes, the user has at his disposal results of clustering (assignments of individual
objects to the certain number of clusters) obtained by different ways, and he has no
access to the original features of the objects. For example, in marketing research
customers are segmented in multiple ways based on different criteria (need-based,
demographic, etc.). The user can be interested in obtaining a single, unified
segmentation.

Combining clustering is more difficult than combining the results of multiple
classifiers. Before combining the clustering, one has to identify which clusters from
different clusterings correspond to each other. Moreover, the number of clusters in
individual solutions might vary, see [12].

For results of hard clustering, graph-theoretic approaches have been proposed in
the literature. They are based on the hypergraph representation of clustering, see
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Table 2. In this table, C.” denotes the hth cluster in the qgth clustering and uj?
represents the membership degree of the ith object to the hth cluster in the qth
clustering. In case of hard clustering u® € {0, 1}.

w 0 N ©
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14
13

T T T T T 1
0.0 0.2 0.4 0.6 0.8 1.0
Silhouette width
Average silhouette width : 0.66

Fig. 1. Silhouette plot for three clusters of variables (algorithm FANNY for factor loadings)

Table 2. Hypergraph representation of clustering.

cluster
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Cluster-based similarity partitioning algorithm (CSPA) is an example of the
graph-theoretic approach. In the CSPA technique, a similarity matrix is computed as
W = (1/r)UU", where r is a number of clusterings. Then a clustering algorithm based
on a proximity matrix can be used.

Another technique is hypergraph partitioning algorithm (HGPA), which seeks
directly to partition the hypergraph defined in Table 2 by ecliminating the minimal
number of hyperedges.
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The third technique is meta-clustering algorithm (MCLA). First, it seeks to solve
the cluster correspondence problem and then uses voting to place objects into final
consensus clusters. In MCLA, the similarity of clusters C, and Cy is computed, based
on the number of objects that are clustered into both of them. When using Jaccard
measure,the similarity is computed according to the formula (9)

|(:h mcg|

Sim(Ch,Cg) = m
h g

©)

where the numerator expresses the number of objects which belong to both clusters
and the denominator expresses the total number of objects in both clusters together.
The similarity matrix for clusters is partitioned into meta-clusters. Then, each object
is assigned to the meta-cluster it is most associated to.

Finally, we have to mention hybrid bipartite graph formulation (HBGF). This
method models the objects and clusters simultaneously in a graph. The CSPA
algorithm models the ensemble as a graph with the vertices representing objects,
while the MCLA algorithm models the ensemble as a graph of clusters. The HBGF
technique combines these two ideas and represents the ensemble by a bipartite graph
in which the individual data points and the clusters of the constituent clustering are
both vertices. This graph is partitioned into k parts. The method yields a co-clustering
solution.

For the results of fuzzy clustering, several approaches have been proposed in the
literature. One of them is solving soft ensembles with information-theoretic k-means
(ITK). The ITK algorithm is very similar to the k-means algorithm, differing only in
the fact that it uses the KL-divergence (Kullback-Leiber) instead of Euclidean
distance as a distance measure. Each object in a soft ensemble is represented by a
concatenation of r posterior membership probability distributions obtained from the

clustering algorithms. In Table 1, u{" represents the membership degree of the ith
object to the hth cluster in the gth clustering. In case of fuzzy clustering
u'® e (0, 1). The distance measure between two objects is defined using

KL-divergence, which calculates the “distance” between two probability distributions.
For objects X; and X; it can be calculated as

r k@ (@)
u;
_ (a) (@ h
dKL(xi,xj)_ E w E U In ul““ (10)

q=1 h=1 ih

.
where W are clustering specific weights, such that Zw(q) =1. On the basis of the
q=1
matrix U and KL-divergence the objects can be clustered into K clusters.
Another technique is based on CSPA. It is a soft version of CSPA (sCSPA). One
can use either the UU" matrix or the similarity matrix created on the basis of
Euclidean distance. In the latter, the distance between objects X; and X; is calculated as
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ktu)

dE(xi,xo:\/ZZ(ui‘h” —upJ (11)

q=1 h=I

On the basis of the proximity matrix the objects can be clustered into K clusters.

Further techniques are a soft version of MCLA (sMCLA) and a soft version of
HBGF (sHBGF). In the former, Euclidean distance can be used as a measure of the
difference of two clusters.

In the previous text, Euclidean distance was suggested to be used as a measure of
the difference of two fuzzy clusters. However, some other approaches have been
proposed for aggregation of fuzzy clusters, see [1]. The expression (9) is a base. Each
pair of clusters can be compared to each other in the following ways:

Zn:min{uih,uig}
sim(C,,C,)=—n—— (12)
Zmax{uih,uig}

or

sim(C,,C,) =+ . (13)
Z(uih + Ug — UjpUig)

3.1 Example — Voting Records Database

We combined results of two fuzzy clusterings — partitioning of original data set and
partitioning of factor loadings, see Table 1. It is easy to create both the UU" matrix
and the similarity matrix created on the basis of Euclidean distance. In both cases, we
applied FANNY and PAM (Partitioning Around Medoids) algorithms. In all cases,
the 10th variable was added to the clusters formed of the 2nd and 11th variables when
three clusters were required. However, it is evident that assignment of this variable is
problematic, as we can see in Fig. 2 (a negative value for the rectangle width). It
corresponds to the low values of membership degrees in Table 1. A comparison with
some other graphic representations (factor analysis, multidimensional scaling) is
described in [13].

Further, we applied the FANNY algorithm to create 7 clusters. Then, we calculated
a proximity matrix for clusters according to the formula (12), and applied hierarchical
cluster analysis (complete linkage). The resultant dendrogram obtained by the
STATISTICA system is in Fig. 3. The joined clusters 1 and 3 contain higher values of
membership degrees (from 0.45 to 0.83 in some of these two clusters) for variables 1,
3,7,8,9, 15, and 16, which correspond to the first cluster in Fig. 2. The cluster 2
(contains variables 2 and 11) is merged with the cluster 7 (contains only the 10th
variable), what corresponds to the second cluster in Fig. 2. The joined clusters 4, 5,
and 6 contain variables corresponding to the third cluster in Fig. 2. This particular
technique can serve for cluster number determination, see Section 5.
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Fig. 2. Silhouette plot for three clusters of variables (FANNY algorithm for the combination of
clustering results with Euclidean distance for relationships between variables)

Dendrogram for 7 clusters
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Fig. 3. Dendrogram for clustering of fuzzy clusters (complete linkage)
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4 Relationships between Clusters and Variables

The problem of selecting or weighting the best subset of features is an important part
of the design of algorithms for real world tasks of data analysis. In [5], two versions
of simultaneous clustering and attribute discrimination (SCAD) are proposed. The
SCAD-1 algorithm minimizes the following objective function:

n

k m k m
Jscana = z Uiy thldiﬁl + Zsh Zvﬁl (14)
h=1 ht 1=l

i=1 I=1

where vy €(0, 1) are feature weights (v represents the weight of the Ith variable in

m
hth cluster), th, =1 forh=1, ..., k, and diy is given by diny = Xii — X, -
I=1
The SCAD-2 algorithm omits the second term from its objective function by
incorporating a discriminant exponent I, and minimizing

k
Jscapz = Z
h=1

n

U Y vidi - (15)

i=1 1=1

Further, the author considers the subset feature weighting. A set of features is
partitioned into several subsets, and weights for these feature subsets are calculated.

Another way of expressing the relationship between the clusters and the variables
is fuzzy cluster loading model, see [15]. It is close to the problem of fuzzy clustering
for the weights determination in the weighted regression model. It has been proposed
in order to obtain the interpretation of the result fuzzy clusters. The model is defined
as

Up =D XZp+&,,1=1,..,nh=1, ..k (16)
I=1

where 2, is called fuzzy cluster loading and &, is an error. A fuzzy cluster loading
shows the fuzzy degree that represents the amount of loading of the hth cluster to the
Ith variable, i.e. it shows how each cluster can be explained by each variable.

4.1 Example — Voting Records Database

We solved the modified model (16) — linear regression model with the constant
element. The input matrix X consisted of two vectors of factor loadings as variables.
The U matrix contained membership degrees obtained by FANNY algorithm for three
clusters. The result-estimated parameters are shown in Table 3.
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Table 3. Estimates of the z;, parameters of the modified model (16).

cluster

parameter G C, C,
Zn 0473 0048 0.521
Zon 0312 0591 0278

The values of factor loadings are both negative and positive. The first cluster was
created on the basis of negative values in the first variable (the absolute values were
higher than 0.5); the values of the second variable were either negative or positive
near to zero. The second cluster was created on the basis of high positive values in the
second variable (higher than 0.5), and the third cluster was created on the basis of
high positive values in the first variable (higher than 0.7).

5 Cluster Number Determination

Many various coefficients (indices) have been proposed in the literature for the cluster
number determination and evaluation of a resulting clusters quality; see [2], [3], and
[6]. The partition coefficient (PC) and partition entropy (PE) are the most popular.
The former is also known as Dunn’s coefficient, and it is implemented in the S-PLUS
system, including the normalized form. It is calculated according to the formula

1 n k 5
Ipe :szuih (17

i=1 h=1

with the values from 1/k to 1. We can distinguish two extreme situations:
completely fuzzy clustering: all uy, =1/k = l,c =1/k,
hard (disjunctive) clustering:
for one Ujy: Uy, =1, and for all others: uy, =0 = I, =1.

We can compare the values of this index for a different number of clusters (k) — the
higher value is better. However, the upper limit of values of this coefficient is
dependent on the number of clusters. For this reason, the normalized coefficient

o le=1/k Kl -1

-1k k-1

(18)

is used in the S-PLUS system. In this way, we obtain the values from the interval
(0, 1), see [10].

Another index is based on the variability measurement by means of entropy. It is
called PE (Partition Entropy) index. It can be expressed as
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1 K
e = _HZZum In(uy,) (19)

i=1 h=1

with values from interval (0, Ink). The lower value is better. However, the upper limit
of values of this coefficient depends on the number of clusters. For this reason, the
application of the normalized coefficient is a preferable solution.

In the following example, we used an analogy to the mutability measure proposed
by C. Gini (Gini’s index) for the suitable number of cluster identification in our
application. Whereas the PC coefficient measures concentration in clusters, the
proposed GC coefficient measures variability, i.e.

1< [
loe :1_322”?“ : (20)

i=1 h=1

The normalized form of this coefficient is then

* kl
loo =—55. 21
G =1 (21)
Further, we used the PE index (19) and the normalized form of this coefficient in
the form

x |
|o. =—FPE 22
PE Tk (22)

In both case (21) and case (22), the minimum of these coefficients means the best
partitioning.

For the reason that we obtain disjunctive assignment objects into clusters by the
FANNY algorithm we can also use for final evaluation techniques for hard clustering.
In the S-PLUS system, the average silhouette width is a part of the silhouette plot, see
Fig. 1 and Fig. 2. It is an average of the silhouette widths, see (8), and it will be
denoted by the symbol . The higher value represents better partitioning objects to

clusters.

5.1 Example — Voting Records Database

We analyzed the data matrix presented in Table 1. The resulting graph for three
clusters is shown in Fig. 2. We calculated coefficients (20), (21), (19), (22) for 2, 3, 4,
and 5 clusters. The values of these coefficients are presented in Table 4 as well as
average silhouette widths.
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Table 4. The evaluation of variables partitioning into different number of clusters.

coefficient ] " | | —
number of clusters Ge 6C PE PE v
2 0.183 0.367 0.308 0.445 0.69
3 0.206 0.309 0.409 0.373 0.73
4 0.247 0.329 0.525 0.379 0.78
5 0.277 0.346 0.606 0.376 0.70

We can see that partitioning to three clusters was evaluated as optimal by both the
normalized Gini index and the normalized PE index. With the use of an average
silhouette width, the partitioning into four clusters is optimal (two small clusters were
created, one with the 1st and 10th variables, and the second with the 2nd and 11th
variables).

Another example of cluster number determination with the use of the coefficients
mentioned above is in [8]. Further, we can start from the higher number of clusters
and join these clusters into the smaller number of them, see Section 3.

6 Conclusion

Fuzzy cluster analysis is a very useful tool for revealing a data structure. In this paper,
we presented one special task — fuzzy clustering of binary variables. Clustering of
cases is mainly considered in the algorithms proposed in the literature. However,
some algorithms are based on the proximity matrix (relational fuzzy clustering). In
this case, also variables can be clustered without problems. Moreover, we suggest to
apply factor analysis first, and then to cluster vectors of factor loadings.

Furthermore, we show that the silhouette plot proposed for visualization of the
results of disjunctive clustering can also represent a result of fuzzy clustering very
well.

A lot of coefficients (indices) have been proposed in the literature for cluster
number determination. However, their values usually depend on the actual
investigated number of clusters. We show that only normalized coefficients can give a
suitable evaluation of individual partitioning.
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Abstract. Utility theory belongs to very interesting part of modern decision making
theory. We develop the basic concept of utility theory on a determination of a gross
annual premium in a non-life insurance. We introduce specific values of a gross
annual premium on the basis person's utility function wich was founded empirically
by short personally interviewing.
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1 Introduction

A more modern approach of the utility theory was advanced by John von Neumann
and Oskar Morgenstern in 1947 in their book Theory of Games and Economic
Behavior [3]. There, they proposed that a utility function may be tailored for any
individual, provided certain assumptions about the individual's preferences hold.
These assumptions provide several valid, basic shapes for the utility function. In 2007
was published 60th-anniversary edition of this book [4]. Lapin in [2] describes and
explains very interestingly employment of the utility function in decision making.
Modern approach to the utility function is also described in [5].

This paper was inspired by the book Modern Actuarial Risk Theory [1] and by my
students, who want to know more information about a generation of person's utility
function, which they know until now only on the theoretical level.

This paper is organized as follows. In Section 2 we recall basic properties of the
utility functions and their applications in the insurance. In Section 3 we describe
concrete person's utility function of our respondent, who responds in our short
interview. Moreover, we calculate maximal gross premium for an insurance policy.
Finally, in Section 4, some conclusions and indications of our next investigation about
mentioned topic are included.
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2 The Utility Function

2.1 Basic Properties

The utility function may be used as the basis for describing an individulal's
approaches to the risk. Three basic approaches have been characterized.

The opposite cases are the risk averse, who will accept only favorable gambles, and
the risk seeker or by other words risk loving, who will pay a premium for the privilege
of participing in a gamble. Between these two extremes lies the risk-neutral, who
considers the face value of money to be its true worth.

Throughout most of their lives, people are typically risk averse. Only gambles with
high expected payoff will be attractive to them. The risk averse's marginal utility
diminishes as the rewards increase, so that the risk averse's utility function exhibits a
decreasing positive slope as the level of monetary payoff becomes larger.

Such a function is concave, see Figure 1.

The risk loving's behavior is the opposite of the risk averse's behavior.

The risk loving will prefer some gambles with negative expected monetary payoffs.
The risk loving is typically self-insured, believing that the risk is superior to forgoing
money spent on premiums.

The risk loving's marginal utility is increasing. Each additional euro provides a
disproportionately greater sense of well-being. Thus, the slope of the risk loving's
utility function increases as the monetary change improves. This function is convex
what also viewed from Figure 2.

The utility function for a risk neutral's is a straight line. The utility is equal to the
utility for the expected value. Risk-neutral individuals buy no casually insurance,
since the premium charge is greater than the expected loss. Risk-neutral behavior is
typical by persons who are enormously wealthy. Many people may be both risk
averses and lovings, depending on the range of monetary values being considered.

2.2 Utility Function in an Insurance

The fundamental proposition of the modern approach of the utility is that it is possible
to obtain a numerical expression for an individual's preferences. Because people
usually have different approaches to the risk, two persons faced with an identical
decision may actually prefer different courses of action.

In this section we will discuss the utility as an alternative expression of payoff that
reflects a person's approaches.
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Suppose that our respondent owns a capital w and that he values welth by the utility
function u.

The next Theorem 1. describes properties of the utility function and its expected value
[2], (see also Figure 2).

It can be written as follows.

Theorem 1. (Jensen's inequality)
If u(x) is a convex function and X is a random variable, then

Elu(x)]=u(g[x]) (1)
with equality if and only if u(x) is linear on the support of X or var(X)=0.

From the inequality (1) and also from Figure 1 it follows that for a concave utility
function holds

Elu(w—X)]<u(E[w-X])=u(w-E[X]). )

In this case decision maker is rightly called risk averse. He prefers to pay a fixed
amount E[X ] instead a risk amount X .

Fig. 1. Concave utility function - risk averse approach

ulw)

ulE[w-R])

Efuiw-x)] = ufw-Pres
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Fig. 2. Convex utility function - risk loving approach

ulw)

Efufw-X)] = ufw-prasy [

uiE[w-K])

e

In this part we illustrate by evaluating an individual's decision of whether or not to
buy insurance. Now, suppose that our respondent has two alternatives - to purchase an
insurance or not to do so. Assuming he is insured against a loss X for a premium P .
If he is insured that means certain alternative. This decision take us utility value
u(w—P). If he is not insured that means uncertain alternative.

In this case is expected utility E[u(w— X )].
From Jensen's inequality (2) we get inequality

Efu(w-X)]<u(E[w-X])=u(w-E[X])=u(w-P). ©)

Since utility function U is a non-decreasing continuous function, this is equivalent to
P <P™ where P™ denotes the maximum premium to be paid. This so-called zero

utility premium is the solution to the following utility equilibrium equation
Efu(w-X)]=u(w-P™). @

The difference (w— Pm“) is also called certainty equivalent - CE .

The insurer with the utility function U(x) and a capital W , with insurance the loss
X for a premium P if

EUWw +P-X)|>u(w) (5)
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hence P>P™, where P™" denotes the minimum premium to be asked. This
premium from solving the utility equilibrium equation reflecting the insurer's
position:

uWw)=Euw +pP™ —x)]. (6)

From a theoretical point of view, insurers are often considered to be risk neutral. So
for any risk X , disregarding additional costs, a premium E[X] is sufficient.
Therefore,

UWw)=E[uw +E[X]-X)] @)
for any risk X .

The shape of a person's utility function fundamentally affects the relationships
between utilities, expected payoffs, certainty equivalents, and maximal premiums.

Remark 1. We recall that the expected utility we calculate by well-known formula
Eu(X)]= X u(x)-p., ®
i=1
where X =(x,,X,,..,X,) is a vector of the possible alternatives and p, , for
i=12,...,n, appropriate probabilities.

Remark 2. When possible monetary outcomes fall in the decision maker's range of
risk averse, the following properties hold:
1. Expected payoffs EP = E[w— X | are greater then their counterpart certainty
equivalent CE =w—-P™,
2. Expected utilities E[u(w— X )] will be less than the utility of the respective
expected monetary payoff u(w— pm )
3. Risk premiums RP = EP —CE are positive.

When possible monetary outcomes fall in the decision maker's range of risk loving,
the following properties hold:
1. Expected payoffs EP = E[w— X] are less then their counterpart certainty

equivalent CE =w—-P™ .

2. Expected utilities E[u(w— X )] will be greater than the utility of the respective
expected monetary payoff u(w— pm )

3. Risk premiums RP =EP —CE are negative.
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3 The Maximal Premium and

Person’s Utility Function

In practice, the utility function is found empirically by personal interviewing decision
maker. This function is easily constructed from the information gleaned in a short
interview. This interview was created by my student in her student scientific activity
[6]. Respondent can use this function in any personal decision analysis in which the
payoff fall between 0 and 30000 €.

Now we recall the interview, which my student put together [6].

Suppose that we are owner of the investment, which brings us zero payoff now or a
loss 30000 €. However, you have a possibility to step aside from this investment at
penalty in sequence: A: 1000 €, B: 5000 €, C: 10000 €, D: 15000 €, E: 25000 €.
Your portfolio manager can provide you with information with what probability you
can loss 30000 €. Take a think! What would be the biggest probability of the loss, so
that you retain mentioned investment?

Only a few well spread out graphed points are required. From the interview we
choose the person's data points for individual losses and correspoding probabilities
(01), (~1000,0.8), (-5000,0.75), (~10000,0.60), (~15000,0,60), (~20000,0.40),
(—30000,0.00), and construct appropriate utility function, because this utility
function is for larger losses concave, and for smaller losses convex, as shown in
Figure 3.

Fig. 3. Utility function and expected utility of our respondent
(the function 3. from Table 1)
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This curve has the interesting shape, which reflects the underlying approach to the
risk of our respondent.
Different person's utility functions for our respondent were created by system SPSS
13.0 for a comparison.

-1

Maximal premium P™ was calculated by inverse function u™" to the utility
equilibrium equation (4)

P =w—u(Elu(w- X)) (9)
by system Mathematica 5.
Utility functions are used to compare investments to each other. For this reason, we
can scale a utility function by multiplying it by any positive constant and (or) translate
it by adding any other constant (positive or negative). This kind of transformation is
called a positive affine transformation. All our results would be the same.
Quadratic and cubic utility functions and also their invariant functions created by
adding constant 3001 (dislocation for only positive input values), are written in Table
1.
In this table you can see values Adjusted R square, F statistics and significance level
for individual functions. On the basis statistical parameters we assume that cubic
function is fitting function. Moreover, there are corresponding individual expected
utilities in this table expressed as linear functions.

Remark 3. Expected utilities (for the utility functions 1.,3. from Table 1) we can
calculate by linear function, which is assigned uniquely by points
(~30000,u(-30000)) and (0,u(0)), or by the formula (8) also.

In both cases we get the same values of the expected utilities. For utility functions 2.
and 4. we calculate expected utilities by the analogical way.

Table 1. Utility function and expected utility

Utility function and expected utility Adjusted F Sig.
R
square

u(x)=-2.820-10"x? +1.856-10 °x+0.004 | 0883 | 23677 1 0.006
Efu(x)]=27.02-10°x +0.904

u(x)=-2.820-10""x* +3.548-10°x + 0.093 0.883 | 23.677 | 0.006
E[u(x)]=27.02-10"° x +0.093

u(x)=1310-10"x" +5.38310°x* +7.58810°x+0.971 | 0983 | 117.290 | 0.001
Elu(x)]=3229-10°x+0971

u(x)=1.310-10"x" —6.404-10° x* +1.065210* x+0.003 0983 | 117.290 | 0.001
E[u(x)]=3.23-10°x+0.003
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From Table 2 you can see that the insured person is willing to pay more than the
expected loss to achieve ““piece of mind".

A fresh utility function would be required for evaluating a decision with more
extreme payoffs or if our respondent's attitudes changes because of a new job or
lifestyle change. Moreover, the utility function must be revised over time.

Table 2. Expected utility and maximal premium

Probability E[u] p max E[u] p max
P with respect to (€ with respect to cubic €
quadratic function 3.
function 1.
0.01 0.9040 0.00 0.9710 0.00
0.05 0.8959 433.57 0.9613 129.10
0.10 0.8635 2114.20 0.9226 669.09
0.20 0.7419 7807.63 0.7773 3237.82
0.30 0.6608 11198.10 0.6804 6032.05
0.40 0.5798 14342.30 0.5835 18180.08
0.50 0.4987 17293.40 0.4867 22796.40
0.60 0.4176 20080.40 0.3898 25032.40
0.70 0.3366 22724.70 0.2929 26643.10
0.80 0.2555 25252.10 0.1960 27938.20
0.90 0.1745 27671.10 0.0992 29036.30
1.00 0.0934 30000.00 0.0023 30000.00

4 Conclusion

We have shown how to construct person's utility function and we have calculated
maximum premium for loss 30000 € with respect to person's utility function.
Constructing the utility function for an insurer is very difficult, we can say that it is
almost impossible. However, we think that person's utility function of individual
insured person would be very important for the insurer. On the basis of the person's
utility function he knows, what approach to the risk concrete insured has, and so how
he will behave to the own wealth. In our next work we want to investigate the
insurer's utility function, and to finish whole mentioned model from Section 2.

Acknowledgments: This work was supported by grant VEGA 1/0539/08.
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Predictive Power of Neural Networks in Finance
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Abstract. The possibility of application of neural networks for the prediction of
both stock and exchange rate returns was investigated. First, the capability of
neural networks to reveal specific underlying process was studied using
different simulated time series. Second, actual weekly returns from Czech
financial markets were analyzed and predicted. Particularly, the problems
connected with capturing of outliers and structural breaks were discussed. The
predictive power of neural metworks was investigated both as a function of
network architecture and the length of training set.

Keywords: neural networks, financial time series, predictive power

1 Introductory Remarks to Neural Networks

Artificial neural networks (ANN) are now frequently used in many modelling and
forecasting problems, mainly thanks to the possibility of the use of computer intensive
methods. Recently, they have been increasingly applied in financial time series
analysis as well [1], [2]. The main advantage of this tool is the ability to approximate
almost any nonlinear function arbitrarily close. Particularly in financial time series
with complex nonlinear dynamical relationships, the ANN can provide a better fit
compared with parametric linear models. On the other hand, usually it is difficult to
interpret the meaning of parameters and ANN are often treated as ,,black box* models
constructed for the pattern recognition and prediction. Further, excellent in-sample fit
does not guarantee satisfactory out-of-sample forecasting.

Generally, the ANN is supposed to consist of several layers. The input layer is
formed by individual inputs (explanatory variables). These inputs are multiplied by
connection strengths which are called weights in statistical terminology. Further, there
is one or more hidden layers, each consisting of certain number of neurons. In the
hidden layer, the linear combinations of inputs are created and transformed by the
activation functions. Finally, the output is obtained as a weighted mean of these
transformed values. Usually, this kind of ANN is referred to as multilayered
feedforward network and we restrict ourselves to the most commonly used models
with one or two hidden layers. It is useful to realize, information flows only in one
direction here, from inputs to output. In time series problems, variables are measured
over a time interval and we suppose the existence of relationships among variables at
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successive times. In this case, our objective is to predict future values of a variable at
a given time using its lagged values at earlier times. We restrict here to the case, when
single numeric variable is observed and its next values is predicted using number of
lagged values.

The mathematical representation of the feedforward network with one hidden layer
and logsigmoid activation functions is given by the following system [1]

|
Mg = Wi + 2 WX, N, = 1/[1+exp(—nk’I )]
o , O]
Yt =Y+ ZYk Nk,t + ZBiXi,I
k=1 i=1

The first equation describes the creation of linear combination of input variables X
using weights w, whereas second one expresses the creation of neuron N by
logsigmoid activation function. The third equation explains that output value Y can be
obtained either from neurons N or from inputs X directly. Clearly, if there are no
hidden layers, the model reduces to purely linear one.

2 Predictions with Simulated Data

First, the various types of ANN were trained and applied to three kinds of simulated
time series. The main aim was to investigate prediction ability with respect to the
length of time series (250 or 500 is believed to be enough and to prevent
overtraining), the number of lagged explanatory values (10 or 20) and the number of
hidden layers (1 or 2). In each case, 10 last values were used for prediction, so that
either 240 or 490 values were left as training data. To quantify the prediction ability,
the following goodness of fit measures were computed: Mean Prediction Error
(MPE), Mean Deviation of Prediction Errors (MDPE) and Mean Absolute Prediction
Error (MAPE)

1 1
MPE :FZ(VHH_YM):FZeM

i=t i=t

2

n+j en+j

i=t i=1

MDPE:%Zh:e el MAPE =%Zh:

In all formulas, n denotes the number of training data and h the prediction length.
Further, the following structural notation will be used: length of time series — number
of lagged values — number of neurons in the first hidden layer — number of neurons in
the second hidden layer. For example, the notation 250-10-03-01 specifies 250 data
in time series, 10 lagged explanatory values and 3 (resp.1) neurons in the first (resp.
second) hidden layer. All computations were performed with the use of STATISTICA
software, version 7.
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2.1 Simulation 1: Deterministic Chaos

Even some simple nonlinear deterministic systems can under certain conditions pass
to chaotic states due to extremely sensitivity both to initial conditions and control
parameters [3]. As an example, let us consider discrete time system described by
logistic difference equation

Yeur = AY, (1 - yt) (3)

with control parameter A=4, because the most chaotic behaviour is observed just for
this value. Clearly, the values from the interval <0,1> will be mapped again into this
interval.

1,00 A A
0,50
!

0,00 ¥ A
151 200 249

Figure 1. Simulation of Deterministic Chaotic Behaviour (Length 100)

As for modelling, it is obvious from the following table, longer time series provided
better results. On the other hand, the number of lagged values and hidden layers are of
minor importance here.

Table 1. Results of ANN Modelling: Deterministic Chaos

Network Type MPE MDPE MAPE
500-20-07-00 -0.048 0.100 0.080
500-20-10-08 -0.013 0.220 0.217
500-10-02-00 -0.139 0.203 0.188
500-10-02-02 -0.079 0.121 0.111
250-20-04-00 -0.042 0.325 0.325
250-20-10-10 +0.065 0.252 0.251
250-10-05-00 -0.066 0.295 0.305
250-10-05-04 -0.082 0.234 0.246
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2.2 Simulation 2: Bilinear Process
The simplest diagonal form of this process can be written as [4]
Y, =ay, U , +U, u ~N (0, 02) 4)

Clearly, the first term on right hand side leads to process nonlinearity. Further, the
condition of stationarity is

[A| =|owo] <1 Q)
8
4 m
0
161 200 249
-4 -
-8

Figure 2. Simulation of Bilinear Process (Length 100)

On the contrary to the previous case, there is no preferred model and the results are
comparable.

Table 2. Results of ANN Modelling: Bilinear Process

Network Type MPE MDPE MAPE
500-20-01-00 0.740 1.326 1.431
500-20-02-01 0.428 1.282 1.337
500-10-04-00 0.716 1.257 1.328
500-10-07-02 0.619 1.291 1.346
250-20-01-00 0.746 1.324 1.479
250-20-01-01 0.501 1.348 1.457
250-10-04-00 0.456 1.265 1.320
250-10-05-05 0.409 1.273 1.277
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2.3 Simulation 3: AR(1) Kesten Process

This process is a natural generalization of classical AR(1) process to the form [5]
Yy, =ay, , +U, u ~N (0,02) a~R(a,b) (6)

where R denotes regular distribution.

-8

Figure 3. Simulation of Kesten Process with o~ R(0.3,1.3) (Length 100)

Again, MDPE and MAPE exhibit relatively slow variations and the best results are
achieved with 250-10-03-00 model. As seen from the Fig.5, there is some kind of
compensation in the sense that common trend of cumulative predictions is growing.
Due to this fact, cumulative actual returns and their predictions are almost the same
for 8" week. On the other hand, actual returns are systematically lower in comparison
with predictions up to 5™ week.

Table 3. Results of ANN Modelling: Kesten Process

Type MPE MDPE MAPE
500-20-03-00 0.511 1211 1.144
500-20-06-05 0.551 1.279 1.205
500-10-02-00 0.441 1.062 1.022
500-10-03-02 0.363 1.077 1.005
250-20-01-00 0.314 1.243 1.191
250-20-04-03 0.728 1.402 1.337
250-10-03-00 0.215 0.937 0.887
250-10-01-01 0.595 1.131 1.131
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16

12 1

Figure 4. Bilinear Process: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values  Right: Cumulated Values Model: 250-10-05-05

Figure 5. Kesten Process: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values Right: Cumulated Values Model: 250-10-03-00
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3 Predictions with Financial Data

The main aim was the testing of ANN predictive power in financial applications. We
employed weekly logarithmic stock returns (CEZ, KB, TEL,UNIP) and exchange rate
returns (CZK/EUR, CZK/GBP, CZK/CHF, CZK/USD) during 2005-2008, i.e. 200
weekly values for each time series. In all cases, 25 preceding values were used and
last 12 values were left for prediction testing. Further, both linear models and neural
networks with one and two hidden layers were applied.

3.1 Prediction of stock returns

Figure 6. CEZ Returns: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values Right: Cumulative Values Model: 200-25-05-00

5

0

5
-10 -
215
-20 A
225
-30 A
-35

Figure 7. KB Returns: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values Right: Cumulative Values Model: 200-25-12-10
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-7

Figure 8. TEL Returns: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values  Right: Cumulative Values Model: 200-25-12-06

10

-20

-30 A

-40 -

Figure 9. UNIP Returns: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values Right: Cumulative Values Model: 200-25-03-04
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3.2 Prediction of exchange rate returns

14

12

10

Figure 10. CZK/EUR Returns: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values Right: Cumulative Values Model: 200-25-06-00

Figure 11. CZK/GBP Returns: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values Right: Cumulative Values Model: 200-25-06-00
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Figure 12. CZK/CHF Returns: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values Right: Cumulative Values Model: 200-25-12-06

20

15

10

-5

Figure 13. CZK/USD Returns: Actual Values (Circles) versus Predictions (Triangles).
Left: Original Values Right: Cumulative Values Model: 200-25-05-00



Table 4. Results of ANN Modelling: Stock Returns

Predictive Power of Neural Networks in Finance

Stock Model Type MPE MDPE MAPE
CEz Linear -1.550 1.227 1.910
One Layer 200-25-05-00 -0.704 0.869 1.054

Two Layers  200-25-06-02  -1.565 1.281 2.075

KB Linear -2.197 3.211 3.460
One Layer 200-25-04-00  -1.833 2.964 3.138

Two Layers  200-25-12-10  -1.368 2.356 2.672

TEL Linear +0.906 1.322 1.296
One Layer 200-25-01-00  +0.527 1.572 1.538

Two Layers  200-25-12-06  +0.342 0.865 0.868

UNIP Linear -2.611 1.892 3.044
One Layer 200-25-02-00 -0.153 2.897 2.943

Two Layers  200-25-03-04  +0.028 2.597 2.592

Table 5. Results of ANN Modelling: Exchange Rate Returns

Stock Model Type MPE MDPE MAPE
CZK/EUR  Linear +1.087 0.823 1.121
One Layer 200-25-06-00  +0.610 0.753 0.786

Two Layers  200-25-02-01  +1.273 0.830 1.290

CZK/GBP  Linear +0.730 2.389 2.059
One Layer 200-25-06-00 +0.870 2.237 1.787

Two Layers  200-25-04-02  +1.090 2.343 1.801

CZK/CHF  Linear +1.537 0.959 1.537
One Layer 200-25-08-00  +0.152 1.293 1.247

Two Layers  200-25-12-06 +0.623 1.021 1.048

CZK/USD  Linear +0.913 1.104 1.519
One Layer 200-25-05-00  +0.896 1.236 1.044

Two Layers ~ 200-25-03-04  -0.642 1.253 1.395

437
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4 Conclusion

The first group of findings is related to artificial data. Undoubtedly, the best results
were obtained for deterministic chaotic process, because there is relatively simple
relation between neighbouring values. Second, the process itself is bounded between
zero and one and the notion of outliers is meaningless here. On the other hand, the
results for both bilinear and Kesten processes are markedly worse due to ability to
create sudden random excursions. Further, the results seem to be similar for the
lengths of time series used (500 and 250), number of lagged values (20 and 10) and
number of hidden layers (1 and 2).

As for stock returns, different kinds of individual behaviour were revealed. Both
for CEZ and TEL, there has been good agreement between real data and predictions
till 7th week and some deviations occured after this time. On the other hand,
predictions of UNIP returns balanced out with respect to their sign, so that
corresponding mean predicted error was very small. The worst results were achieved
in the case of KB returns, where both actual values and predictions exhibited negative
signs up to sixth week, but absolute values of predictions were systematically lower.
In most cases, neural networks with two hidden layers turned out to be the best
alternative.

Exchange rate returns exhibited similar behaviour, but there were strongly
manifested outliers. In all cases, 11th and 12th actual values were strong positive
outliers with markedly worse predictions. Thus, the corresponding deviations
occured, but the general agreement between actual values and predictions has been
observed till 10th week for CZK/USD and CZK/EUR returns, whereas CZK/CHF one
manifested some kind of compensation. Further, the signs of actual values and
predictions in 11th and 12th weeks were the same for CZK/EUR and CZK/GBP and
opposite in the case of CZK/USD. In most cases, neural networks with one hidden
layers turned out to be the best alternative.
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Abstract. The main aim of the contribution is to assess the degree of co-
movements of the German, French, Italian and Slovak economies over the last
15 years. Attention is focused not only on GDP development but also on the
behavior of the demand side components of GDP. Methodology of contribution
covers Harding and Pagan approach to measure the degree of synchronisation
by the correlation coefficient among their respective reference cycle.

Keywords: Synchronisation of business cycle. Convergence process. Cross-
country analyses. Correlation coefficients.

1 Introduction

The conventional wisdom says that the synchronisation of business cycle among
member countries is a fundamental prerequisite for an effective Monetary Union. The
introduction of the single European currency in Slovakia has broden our interest in
business cycle synchronization, which is a part of so called structural convergence. In
our previous research we analyzed real economic convergence of the Slovak Republic
to Euro zone by so called § convergence, ¢ convergence and also by cointegration [3].
In our previous research [3] we analyzed behavior of the Slovak gross domestic
product (GDP) and the GDP of the Euro area. This time we would like to adopt a
different point of view which highlights the role played by GDP components. The
paper presents business cycles of demand side GDP components: consumption,
investment, import, export and inventory. The research covers three biggest
economies of Euro area (Germany, France, Italy) and Slovakia.

The structure of the paper is as follows: section two presents data and methodology of
research. The section three gives empirical results of the research and the section four
concludes.

The contribution was prepared in the framework of the project VEGA 1/4634/07:
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“Variant methods of prediction of small and medium sized enterprises development
after introducing single European currency in the Slovak Republic” and project
VEGA 1/0229/09 “Analyses of Selected Issues of Financial and Banking Market
after the Slovak Republic Accession into EMU”.

2 Data and methodology

In this section, after the first look at the statistical properties of the data, we will apply
methodology used by Harding and Pagan (2002, 2006) to measure the degree of
synchronization by the correlation coefficient among their respective reference cycle.

Statistical properties of the Data

The used data are from Eurostat database quarterly national accounts expressed at
current prices. The data cover period since first quarter of 1995 till the first quarter of
2009.

Consumption (C) refers to households expenditures, Investment (I) refers to public
and private investment, Import (IMP) (export EXP) refers to import (export) of goods
and services to the rest of the world, Inventory (DINV) refers to the contribution of
inventory change to GDP growth, net trade reflects net external demand (NED). It is
worth to say, that NED express external demand outside of the Euro zone, and it does
not take into consideration intra-trade between Euro zone countries. The methodology
is taking into consideration fact that foreign trade has an impact on the foreign
exchange reserves which influence the level of the exchange rate. Thus the trade
within Euro zone countries is not relevant.

Only GDP, Consumption, Investment, Import and Export series are tested, DINV and
NED are clearly stationary.

Underlying assumption in the business cycle literature is that any time series X; can be
expressed as the sum of trend (T), cycle (C), seasonal (S) and irregular (I)
(unobserved) components as follows: X, =T + C + S + | . The trend includes long-
term fluctuations both stochastic as well as deterministic, the cycle refers to medium-
term systematic fluctuations, the seasonal components refer to oscillations with period
shorter than 1,5 years, while the irregular component is the residual of the
decomposition. As the components are not observable, to focus on business cycle
fluctuations one needs to assume independence among them and transform the
observed series through application of a filter. In our contribution the Hodrick-
Prescott Filter was applied.
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Table 1. Test for unit root in Level/1st difference

Level 1st Order of
Difference Integration

Italy IT

GDP -0,816 -2,916 1
C -1,449 4,771 1
I -2,571 -5,977 1
IMP -2,552 -3,733 1
EXP -1,932 -3,863 1
France FR

GDP -0,916 -4,015 1
C -3,352 -6,651 1
I -1,484 -3,739 1
IMP -2,91 -3,765 1
EXP -2,276 -3,597 1
Germany DE

GDP -1,448 -3,641 1
C -2,398 -4,485 1
I -2,916 -6,698 1
IMP -2,634 -3,745 1
EXP -1,841 -3,347 1
Slovak SK

Republic

GDP 22,591 -6,398 1
C -2,335 -4,984 1
| 22,287 -5,443 1
IMP -2,842 -4,351 1
EXP -3,08 -4,427 1
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DAL DA AR A SRS LSS LA RS LA RARE
1996 1998 2000 2002 2004 2006 2008

—— HP_GDP_DE ———-HP_GDP_IT
ffffff HP_GDP_FR —-— HP_GDP_SK

Fig. 5. HP of GDP growth in all analyzed countries
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Fig. 6. HP of GDP growth in Slovakia/France Fig. 7. HP of GDP growth in Slovakia/Italy
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Fig. 8. of GDP growth in Slovakia and Germany

From the figures which reflect the GDP growth filtered by Hodrick-Prescott we can
draw several conclusions. There might by evidence of significant convergence of
business cycles between analysed countries from the short and medium term. In the
long run more significant differences appear. Regarding comparison of the Slovak
GDP behavior and the GDP behavior of the largest Euro economies, there is
considerable divergence till year 2004. In the period of Slovak economic decline till
2000, analyzed economies experienced either dynamic (France) or modest economic
economic growth (Germany and Italy). In the period of robust Slovak economic
growth till 2002, analysed countries experienced rather weak economic growth. If we
compare three largest economies in the Euro zone we can say that the most robust
economic growth was in France.

In our analyses we have applied HP filter also on the components of GDP, e.g.
consumption, investment, import, export and inventory over the cycle for Germany,
France, Italy and Slovakia.
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Measure of synchronization

Regarding methodology in the contribution is applied the Harding and Pagan
approach (2002, 2006). Given two variable Xt and Yt Harding and Pagan proposed to
measure the degree of synchronisation by the correlation coefficient among their
respective reference cycle. The reference cycles are represented by two dummy

variables Stx and Sty, which take values one during expansions (defined as the

period between troughs and peaks) and values zero during recessions (defined as the
period between peaks and troughs in the filtered series). Having defined the reference
cycles, the correlation coefficient can be measured by running the following
regression (Harding, Pagan, 2006):

—lo—lIgt —lo—lgt
Sx Sy Sy =28+ pPsSy Sy Sy +Up . @)

where

Sy is the standard deviation of the variable S}(, Sy is the standard deviation of the

variable S§,, ps 1s the estimated correlation coefficient and a; is aregression

constant. Tests for synchronisation can be carried out on the parameter pg. A t-test
for the null hypothesis that pg quals zero can be performed, provided autocorrelation
corrected standard errors are used.

3 Empirical results

Table 2 reports the estimated correlation coefficients obtained by estimating equation
(1) for GDP and all demand components for each pair of countries.

Table 2. Correlation between reference cycles.

GDP C | EXP IMP NED DINV
IT-DE 0,23 0,11 0,26 0,39 0,62 0,16 0,02
IT-FR 0,77 0,61 0,52 0,66 0,66 0,52 0,64
FR-DE 0,18 0,18 0,05 0,44 0,69 -0,56 0,47
SK-DE 0,26 -0,11 0,29 0,44 0,13 -0,84 -0,78
SK-FR 0,31 -0,17 -0,16 0,24 0,25 -0,55 0,32

SK-IT 0,11 0,09 -0,31 0,25 0,23 0,3 -0,24
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According our analyses there is evidence of strong correlation between business
cycles of France and Italy. Rather weak positive correlation is between the rest of
analyzed countries. As we can see from the figures in the contribution, results are
influenced by rather weak economic performance in Germany after reunion. Later on,
in 2006 and 2007 the Germany and France were economically growing while growth
in Italy as was slowing down. Economic performance of all analyzed countries in
2008 and 2009 was hit by current economic crisis.

Slovak business cycle is correlated with German and French ones. The highest
correlation is between German and Slovak export. As we know, the German export is
the largest over the world (second position has China followed by USA), thus the
correlation of Slovak and German export cycle is very positive. Less positive aspect
of analyzed export is fact that while Germany is exporting large machinery and
sophisticated products the Slovak export includes only limited value added products
(Slovak export include mainly cars, TV sets, chemicals).

Consumption growth in business cycle of largest economies of Euro zone was rather
modest also due to prudent public consumption which is in frame of the Stability and
Growth Pact. On the contrary Slovak consumption was growing at two digit level. In
first half of analyzed period there was a strong public consumption which was after
the entry into European Union replaced by strong private consumption.

The development of the net external demand in Slovakia and Italy is negative. It is
proving that the export of goods and services outside of the Euro zone is in long term
smaller that the raw material imported from Russia and goods from outside of Euro
zone. Germany and France in long run record a positive performance in the net
external demand. That is why the correlation of the NED business cycle between
Slovakia and those two countries is negative.

4 Conclusion

Synchronisation of business cycles of three largest Euro zone countries (Germany,
France, Italy) and Slovakia was analyzed by Harding and Pagan approach (2002,
2006). In analyzed period there is evidence of strong correlation between business
cycles of France and Italy.

Cyclical development of all demand side components of GDP are strongly correlated
too.

Rather weak positive correlation of business cycle is between Germany and rest of
analyzed countries and Slovak Republic and rest analyzed countries. As to correlation
of all demand components of Germany and Slovakia the most positive outcome is the
correlation of the export cycle.
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Abstract. Traditional data clustering methods rely on distances measured in
space defined by directly observable measures. However in some applications
of cluster analysis such as market segmentation we would rather obtain clusters
that would be based on attributes that are not directly observable. These
attributes such as sensitivity to different factors in analysis of preference are
obtained as parameters of estimated models and thus cannot be used as inputs
for traditional clustering even if there is substantive heterogeneity in the
sample.This article explores ways how to handle samples heterogeneous in
parameters of estimated models with use of latent variable models.
Hierarchical Bayesian models with latent variables seem to be the most
effective tool for solving this problem as they incorporate both the possibility to
estimate model parameters for each individual and allow use of other
information about the individuals to be used to get more accurate and
meaningful results.

Keywords: Cluster analysis, market segmentation, latent class models,
hierarchical Bayesian models.

1 Introduction

Bayesian theorem as a tool for accounting for uncertainty by combining apriori
knowledge and information contained in our data has been around for more than two
centuries. But it hasn’t been until few tens of years until we have seen dramatic
increase in use of Bayesian methods in many applications including marketing.

Until the mid 1980s, Bayesian methods appeared to be impractical because the
class of models for which the posterior could be computed was no larger than the
class of models for which exact sampling results were available, see [2]. Since
simulation methods and in particular Markov Chain Monte Carlo (MCMC) has been
adopted for posterior estimation tremendous variety of models could be used even in
situations where traditional likelihood based modeling suffered from identification
problems. Once free of computational constraints Bayesian models have incurred
dramatic growth of popularity.
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Since 90s tens of papers illustrating applications and often superiority of Bayesian
models have been published in marketing journals and Bayesian methods are already
finding its way in specialized software developed for analyzing marketing data.

Purpose of my article is to describe another application of Bayesian approach in
dealing with heterogeneity of consumers in marketing models. After reviewing past
and present approaches ideas for further research are outlined.

2 Dealing with Heterogeneity of Consumers

Marketing is concerned with understanding and reacting to the behavior of individual
consumers. While the decisions are made at the individual level, due to constraints set
by the sparsity of individual level data decisions of the customers have traditionally
been modeled at the aggregate level. This approach gives reasonable and robust
solutions in the situations where consumers are alike in their preferences and choice
behavior. (Un)fortunately this is rarely true and aggregate models not allowing for
heterogeneity of consumers are likely to produce spurious and in many cases
misleading results.

To illustrate possible drawbacks aggregate level model and available remedies that
have been developed to solve the problem of heterogeneity lets assume simplified
model of consumer behavior described in the next paragraphs. This example
represents common multinomial probit model used in choice-based conjoint analysis,
however all conclusions are valid for any other model of consumer behavior.

2.1 Modeling Consumer Behavior — Illustrative Example

Choosing a new car is for the consumer usually a decision making process that take a
few weeks since the purchase represents a substantial part of household’s budget and
many parameters of available options need to be considered in the decision making
process. Suppose the customer is maximizing his utility (or alternatively highest value
obtained as utility divided by cost). When choosing out of J alternatives, i-th customer
chooses the j’-th alternative when his utility from this choice is the maximum
available

y=JjitU, =max{U, . (1)

We do not observe utilities of the choices but only various attributes of the choices,
represented by vector x;. In our example, these can include brand of the car, its gas
consumption, power, storage compartment volume, various extra equipment, price
and many others. As preferences of each consumer are then represented by vector f;,
random utility model is in the form

y=jif x,'B +¢, = mjax{ijﬂ, + g,j.}. )

Aggregate level model assumes all preferences f, to be equal. If there are groups
of consumers with different preferences, averaging these distinct subgroups may
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cause some attributes to be reported as not influential even though they may be the
most important. Suppose ;1 and S, are elements of vector f, corresponding to how
strongly consumer prefers a car with more powerful engine over one with low
consumption and whether he prefers rather a car that is more spacious or small and
easy to park.

4
3 °
° °
°
°
oo ° °
° o o
o, ©
o o o
0 ° 0o %cg o® o,
o o ) 0324. o °
o o .0 0oL
o ? o © o0 °
° ° @ oo o o °
o’ o ° ° 4 °
° o, o o ° ° o o
° % o © °© o0o0p o °
° o ° o o 0 0% ° °
%y © o o ° 14 3 ° °
° ° o o 00 0 © ° °
o of © 2 ° 9 o
o~ o ° o 00 0% oo °
o 0, © q S ° o
o °©g o ° 2% o %, o ° @° o oo
° o o
@ o o
3 ° o ° o ° & ¥ &o & ° o
° o 8 o ¢
T T T O f o ok —< s T T
o od
° 0o © o o
t 3 -2 1 °°° 4 2 3 4
° % %
°
8% °° °
of
°© -1
°
o © °
@ o
°
24
3

Fig. 1  Tllustration of aggregate level model results (marked with a cross) on two parameters
with strong heterogeneity of individual preferences (circles).

Results obtained by aggregate level model are illustrated in Fig. 1. Even though
both attributes are highly relevant to majority of customers, averaging out their
preferences leads to seeming insignificance of 5 and substantial loss of information
with regards to f;. It seems that the larger the car is the better however for many
customers this is not true and modeling their preferences would be highly inaccurate.

2.2 Market Segmentation Approach

One way of dealing with the implicit assumption that consumers differ from each
other but only to a certain extent is market segmentation. It could be believed that
consumers can be grouped into relatively homogenous groups or segments.
Identification of these segments that can be then target of specialized marketing
activities is usually referred to as market segmentation.

Wedel and Kamakura in [10] note that: “Market segmentation is an essential
element of marketing in industrialized countries. Goods can no longer be produced
and sold without considering customer needs and recognizing the heterogeneity of
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those needs.” Since market segments are not usually real entities apparent in the
market but rather artificial grouping of the population based on manager’s needs and
goals that can help to satisfy customers’ needs, market segmentation is usually an
object of a study on customers’ behaviors and attitudes.

Identification of market segments is highly dependent on the bases (variables or
criteria) used to defined them so these have to be chosen carefully on the basis of
specific purposes of the segmentation study. Frank, Massy and Wind in [4] define
classification of segmentation basis as shown in Table 1.

Table 1. Classification of Segmentation Bases.

General Product-specific
Observable Cultural, geographic, demographic User status, usage frequency, store
and socioeconomic variables loyalty and patronage, situations
Unobservable Psychographics, values, personality, Psychographics, benefits,
life-style perceptions, elasticities, attributes,

preferences, intentions

Bases that are observable and that can be directly measured can be used as basis
for segmentation disregarding the method used. We are also relatively free to use
bases that are unobservable but that can be obtained indirectly by asking consumers in
a survey such as personality, life-style or perceptions and intentions. However in
many situations the desired basis for market segmentation cannot be obtained from
the customer even if asked simply because he or she isn’t aware of it or cannot give
satisfactory explanations (price-elasticities, attribute importance, part-worth
utilities...). Such bases need to be modeled indirectly and cannot be used as an input
for market segmentations when traditional methods of cluster analysis are used.

When we are dealing with heterogeneity of the market in directly unobservable
measures we have an option to segment the consumers with the use of latent class
models for choice behavior.

Latent class models became popular in mid 90s as a tool for analyzing choice-
based conjoint data sets. In contrast to aggregate analysis where the model assumes
that all the variability between respondents is random latent class attempts to find of
respondents who share similar preferences. It then estimates specific parameters for
specified number of groups and probability for each respondent of belonging to each
via iterative algorithm as EM (expectation-maximization).

It has been found that latent class methods may be successful in recovering known
data structure and that segments based on latent class solution provide better fit
aggregate model or model where clusters based on cluster analysis on observable
measures have been created, see [9].

If we get back to our example outlined in section 2.1 we may generalize the
aggregate model to a latent class model. Assume that there is K groups of consumers
distinct in preferences. Utilities from each of J alternatives are then given as

S €))
U, =3x8, p,
k=1
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where g, represents preference of k-th group and p, probability that i-th consumer

belongs to the k-th group. Individual preferences can be therefore modeled as linear
combinations of group vectors creating a convex shape of possible values in
parameter space as seen in Fig. 2. or they can be assigned to the most probable group.
Estimates of parameters for each group as well as group sizes give us an easy to
understand picture of the heterogeneity of the sample.
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Fig. 2 Solution with four clusters and simplex of attainable individual level solutions.

2.3 Hierarchical Bayesian Models

Different approach for dealing with the heterogeneity of customers is offered by
hierarchical Bayesian models. Preferences of customers are supposed to be different
but similar in some extent. In hierarchical models estimated parameters for each
individual respondent are treated as random variables coming from a common
continuous distribution. Individual level parameters and parameters of the upper level
distributions are estimated at the same time with use of MCMC based on our apriori
assumptions. We are then interested in posterior distribution (or its characteristics
such as posterior mean) of the individual level parameters given our observed data.

Hierarchical model consist of the individual level likelihood and two stages of
priors:

e Likelihood: p(y,,x, |8,
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o First-stage prior: p(f, |E,Zﬂ) ,

e Second-stage prior: p(f, X,,7).
Likelihood of our data y,,x, has the same form as (3) assuming that vector of choices
has multinomial distribution with parameters given by individual utilities based on f,

and X,
P(y=j)=Plx, B +e, =maxix +s,]) @

The first-stage prior specifies that individual level parameters f, come from a

multivariate normal distribution with mean g and covariance matrix X p
B ~N(B.Z)). ©)

At last purpose of the second-stage prior is to define the distribution of the parameters
p and X , - This can be uniform or other non-informative prior.

Assuming continuous distribution of individual level parameters has several
advantages over assumption of discrete grouping of respondents into artificial number
of segments. They seem to better represent the heterogeneity in the sample and
predict individual choice behavior with greater accuracy, see [3], [6] or [10]. On the
other hand discrete representation of heterogeneity is generally more actionable for
the managers and might provide better description of the population. For other
problems associated with use of hierarchical models see [7].

2.4 Mixture Random Coefficient Models

As both of the two above mentioned approaches have their own advantages, models
combining both discrete and continuous heterogeneity have been recently developed
by Allenby and Rossi in [1] or Lenk and DeSarbo in [5]. Such models use multinomic
prior distribution for defining probability that given consumer belongs to a specific
segment while heterogeneity in the sample is further modeled by some continuous
prior. This means that instead of statement (5) in the model two statements defining
the assignment A4, of i-th consumer to the segment and heterogeneity among

particular segments are included:
P4, =k)y=P, fork=1,...,K, (6)

B ~N(B. .X,)fork=1,.. K (7
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3  Topics For Further Research

Additionally, Bayesian approach might be further employed in other areas where it
can offer straight-forward way for dealing with some common problems that arise
while modeling consumer preferences. As these areas are object of future research
and need to be validated by Monte Carlo simulations as well as on real world data, |
describe them in separate section.

3.1 Linking of Heterogeneity in Preferences with Measurable Attributes

Use of exogenous information (outside the information already available in the choice
tasks) to the model to improve the estimates of preferences and market predictions has
already been suggested by Orme and Howell in [8]. Rather than assume respondents’

preferences are drawn from a normal distribution with mean vector ﬁ and covariance
matrix X, their HB model assumes that respondents’ preferences are related to the

covariates represented by additional measurable attributes through a multivariate
regression model:

B ~N(0'z,Z,). (8)

When the effect of covariates is significant it may be a good sign that these variables
might be a good choice as a basis for market segmentation.

To obtain clusters that would be more identifiable by measurable attributes, such
covariates could be linked to the definition of the segments rather than to the
individual-level preferences itself. Vector of probabilities 4 of assignment i-th
consumer to the k-th segment could be modeled by Dirichlet distribution:

A~ Dirichlet(9"z). 9

3.2 Number of Clusters Selection

When doing cluster analysis, common issue is the selection of proper number of
clusters. Model-based methods require choosing the number prior to the estimation.
Even though various indicators have been developed to choose the number of clusters
that is optimal in some way, each requires the model to be estimated separately with
different numbers of clusters and the choice of the proper number is then based on
some heuristics or the assumption that adding an additional cluster needs to bring
significant enhancement in some model quality measure.

As hierarchical models can be used for model selection as well, estimation of
number of clusters as a search for model with highest posterior probability among
class of models with various numbers of clusters is also possible. Over above
mentioned this approach this enables us to support the probability of choosing model
with convenient number of clusters (generally 4 to 8 market segments are preferred as
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they offer enough differentiation yet still allow for easy targeting) by using suitable
prior such as Poisson distribution with prior mean corresponding to our desired
number of clusters. When the likelihood won’t favor strongly some solution resulting
number of clusters with highest posterior probability won’t differ much from our
desired number.

4  Conclusions

Bayesian methods find their use in many areas of marketing research and we can
expect to see their applications in this field more frequently in the future as they will
be taken as a primary and not alternative way for analyzing consumer behavior. They
offer model-based approach that allows us to creatively assess wide range of
phenomena that we are interested in with the possibility to incorporate the prior
knowledge we have.

Modeling consumer preferences in conjoint studies is an area where the use of
Bayesian methods have already proved its strengths over formerly used
methodologies and became popular among researchers. Not only can we estimate
more precisely what we had already estimated before but it has been found that we
can also incorporate additional pieces in our models that can make them better for our
particular application. It is worthwhile to explore more possibilities in our future
research.
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Abstract. The paper focouses on human capital and its impact on productivity
in all industries in the Czech Republic. It concentrates on development in the
period between the years 2002 and 2006. The article implicitly examines the
importance of investments in human capital for increasing both national and
international competitiveness of industries. Employing decomposition of the
contribution of labour services into the contribution of hours worked and the
contribution of labour composition one can find out the impact of labour skills
on the productivity.

Keywords: labour composition, labour services, total factor productivity

1 Introduction

Total factor productivity is one of the most suitable indicators to evaluate economic
performance. In measuring productivity the labour input reflects the work time, effort
and skills of the workforce. While the data on hours worked capture the time
dimension, they do not reflect the skill size. This is achieved by using the labour
services as the labour input. Using the decomposition of the labour services into
labour composition and hours worked or number of employed one can find out the
impact of labour skills and one can divide the industries into low-skilled, medium-
skilled and high-skilled ones.

The aim of this paper is to take into account the influence of human capital (measured
as the level of education) on total factor productivity in Czech industries in the period
of time between 2002 and 2006.

2 Standard computation of TFP

Index of productivity of two factors (capital and labour) by the gross value added
(=A1/Ay) is computed by indices of product (Y), capital (K) and labour (L):
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1-a a
L:i(ﬁ] [Lj n
YO AO KO I‘0

where Y,/Y, isthe index of value added,
Ki/Ky 1is the index of fixed assets,
L,/Ly 1is the index of hours worked
a is the average share of compensation of employees on value added.

The analysis uses data from the Czech Statistical Office which involve value added,
hours worked and fixed assets in the Czech Republic divided by the industries in the
period between 2002 and 2006. As an input of labour the ESA 95 recommended hours
worked. The data are divided into 14 industries in this paper. Industry A (agriculture,
hunting and forestry) is put together with industry B (fishing) because this industry is
too small for an individual analysis. Because of using the multiplicative computation
the results do not work out.

Table 1 Calculation of total factor productivity, using hours worked (H) as labour
input, total growth from 2002 to 2006 (%)

VA H K TFP
Total 23.29 1.34 3.61 17.42
A + B Agriculture, forestry, fishing 4.96 -6.77 -1.58 14.39
C Mining and quarrying -9.95 -4.47 -0.40 -5.36
D Manufacturing 43.77 1.23 7.73 31.82
E Electricity, gas and water supply 25.20 -3.94 -4.69 36.74
F Construction 14.62 2.16 7.66 4.21
G Wholesale and retail trade; repairs 40.63 0.72 7.97 29.32
H Hotels and restaurants -28.81 2.19 -0.64 -29.89
| Transport, storage and communication 17.85 0.39 5.97 10.78
J Financial intermediation 24.48 -2.27 1.01 26.10
;(ctli{vei?ilezstate, renting and business 18.47 472 5.02 77
L Public administration and defence 0.39 4.14 -0.90 -2.74
M Education 30.14 2.72 0.23 26.41
N Health and social work -17.44 2.28 4.13 -22.48
O Other community, social and personal 1535 354 13.93 201

service activities

Source: Czech Statistical Office, author’s computation

Gross value added of the whole economy was growing 23.29% in the period between
2002 and 2006. The main proportion of this was constituted by TFP (17.42%). Fixed
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assets and hours worked represent a much lower influence with 3.61% and 1.34%
respectively.

3 Alternative computation of TFP

3.1 Data and Methodology

The productivity of various types of labour input is different. This paper distinguishes
four levels of education — primary, secondary without A levels, secondary with A
levels, tertiary. Standard measures of labour input do not take these differences into
account. But it is necessary to measure labour input that takes the diversity of labour
force into account when analysing productivity and the contribution of labour to
output growth. These measures are called labour services [5], as they allow for
differences in the amount of services delivered per unit of labour in the growth
accounting approach. It is assumed that the flow of labour services for each labour
type is proportional to hours worked, and workers are paid according to their marginal
productivities'. Then the index of labour services input LS is given by:

AlnLS, =)V, AlnH,, )
|

where AlnH |t indicates the growth of hours worked by labour type | and weights

are given by the average shares of each type in the values of labour compensation.
Thus, aggregation takes into account the changing composition of the labour force. A
shift in the share of hours worked by low-skilled workers to high-skilled workers will
lead to a growth of labour services which is larger than the growth in total hours
worked. This difference is called the labour composition effect.

The Czech Statistical Office does not publish the data of hours worked divided by the
level of education; that is why the number of employed are used for the further

analysis.

Because of using the labour services it is necessary to modify (1) into:

Yoo (k) (Ls, (A
i b ©)!
YO KO LSO AO

where LS|/LS, is the index of labour services.

! In the analysis average wages are used instead of marginal productivities because one can
assume that the average wages are indicators of marginal productivities.
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The index of labour services is divided into the index of number of employed and

labour composition:
Ls, (L Y LC,
e e
LS, (L, \LC,

At first, labour services are computed then the development of labour composition as
proportion of the development of labour services and the development of number of
employed.



The impact of human capital on productivity in all industries in the Czech Republic 459

3.2 Results

Table 2 Calculation of total factor productivity, using number of employed (L) as
labour input, total growth from 2002 to 2006 (%)

VA L K TFP
Total 23.29 0.41 3.61 18.51
A + B Agriculture, forestry, fishing 4.96 -10.13 -1.58 18.67
C Mining and quarrying -9.95 -5.91 -0.40 -3.91
D Manufacturing 43.77 1.41 7.73 31.59
E Electricity, gas and water supply 25.20 -2.17 -4.69 34.27
F Construction 14.62 1.15 7.66 5.26
G Wholesale and retail trade; repairs 40.63 0.36 7.97 29.80
H Hotels and restaurants -28.81 4.80 -0.64 -31.63
| Transport, storage and communication 17.85 -1.37 5.97 12.75
J Financial intermediation 24.48 -3.16 1.01 27.25
;(ctli{vei?ileesstate, renting and business 18.47 651 5.02 591
L Public administration and defence 0.39 -0.26 -0.90 1.55
M Education 30.14 -5.25 0.23 37.05
N Health and social work -17.44 5.01 4.13 -24.50
O Other community, social and personal 1535 1.80 13.93 055

service activities

Source: Czech Statistical Office, author’s computation

After using number of employed as the labour input, the total factor productivity of
the whole economy rises up to 18.15% between the years 2002 and 2006. It is caused
by the decrease of the index of labour input from 1.34% when using hours worked to
0.41% using number of employed. Again, the multiplicative computation is used; that
is why the total sums do not match.
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Table 3 Calculation of total factor productivity, using labour services as labour input,
total growth from 2002 to 2006 (%

VA LS L LC FA TFP*

Total 23.29 1.47 0.41 1.07 3.61 17.27

A+ B Agriculture, 496 | 972 -1013]| 041] -158] 1813
forestry, fishing

C Mining and 995 | -612| -591| -020| -040| -3.70
quarrying

D Manufacturing 4377 278 | 141 | 137| 773 | 2984
E Electricity, gas and 2520 | -1.12| 217 | 105| -469| 3284
water supply

F Construction 1462 | 167] 115 | 053] 766]| 471

G Wholesale and retail

. 40.63 1.07 0.36 0.71 7.97 28.88
trade; repairs

H Hotels and

-28.81 4.13 4.80 -0.67 -0.64 -31.19
restaurants

| Transport, storage

- 17.85 -0.65 -1.37 0.72 5.97 11.94
and communication

J Financial

. .. 24.48 -3.50 -3.16 -0.34 1.01 27.70
intermediation

K Real estate, renting

. . 18.47 6.95 6.51 0.44 5.02 5.48
and business activities

L Public

administration and 0.39 2.55 -0.26 2.81 -0.90 -1.23
defence

M Education 30.14 -3.49 -5.25 1.76 0.23 34.55

N Health and social

-17.44 8.13 5.01 3.12 4.13 -26.68
work

O Other community,
social and personal 15.35 1.70 1.80 -0.11 13.93 -0.44
service activities

LS = contribution of labour services

L = contribution of number of employed

LC = contribution of labour composition

Source: Czech Statistical Office, author’s computation

By using the decomposition of contribution of labour services into contribution of
number of employed and contribution of labour composition one can find out how a
shift in the portion of number of employed by low-skilled workers to high-skilled
workers leads to a growth of labour services that is larger than the growth of number
of employed, mainly in industries D, E, L, M and N (and vice versa). The labour
composition effect caused movement of more educated workforce from less
productive industries to more productive ones.

The value of contribution of labour composition shows that during the period between
2002 and 2006 the level of education grows in following industries: N — Health and
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social work (3.12%), L - Public administration and defence (2.81%), M — Education
(1.76%), D — Manufacturing (1.37%) and E — Electricity, gas and water supply
(1.05%). One can see that the growth is achieved in public sector industries. It is
caused by the need to increase the qualification level of workforce of the sectors in
question. On the other hand, the level of education falls in these industries: O — Other
community, social and personal service activities (-0.11%), C — Mining and quarrying
(-0.2%), J — Financial intermediation (-0.34%) and H — Hotels and restaurants
(-0.67%).

4 Conclusion

There is an obvious influence of human capital (measured as the level of education)
on productivity in the Czech industries between the years 2002 and 2006. The
decomposition of contribution of labour services on TFP into contribution of number
of employed and contribution of labour composition showed that high-skilled
workforce shifted to the more productive industries (e.g. Health and social work,
Public administration and defence, etc.) in the examined period of time.
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Abstract. Monte Carlo studies play more increasing role in the establishment
and verification of results in both theoretical and applied statistics. The present
paper is an attempt to find the approximate sampling distributions of some
commonly used and some newly proposed measurement of the central
tendency, because their exact distributions have so far not been found, and are
highly unlikely to be obtained analytically. From our MC-experiments,
performed on each of several distribution functions for various values of sample
size n, the probability distribution functions of the measures mentioned above
were defined empirically. Further, the values of the expectations, standard
errors, skewness and kurtosis coefficients of these measures were calculated.

Keywords: Monte Carlo studies, approximate sampling distributions, cauchy
distributions, measurement of the central tendency, mean, standard errors,
skewness and kurtosis coefficients

1 Introduction

Though the empirical measures of central tendency such as the median, mid-range
(or mid-extreme), interquartile mean, truncated and winsorized mean have long been
used in theoretical [4] and applied statistics, no relevant explicit formulae giving the
small sample distributions or characteristics thereof have been published, as far as we
know. The same is true as far as the empirical measures of relative variability and/or
the measures of kurtosis are concerned. It seems that these sampling properties are, in
general, in no way so analytically tractable as sample mean, sample variance etc.
However, in order that some insight into these properties may be gained, use must be
made of the Monte Carlo simulation on a computer, which will yield approximations
to these properties probably sufficiently accurate for most operational purposes.

Following the previous paper [2] a [3], we are concerned in the present paper with
the evaluation of the numerical values of expectations, variances (standard
deviations), coefficients of skewness and coefficients kurtosis for some commonly
accepted empirical measures of the central tendency on the assumption that the
random sample is generated from some standard parent populations. The comparison


mailto:malai@vse.cz
mailto:malai@vse.cz
mailto:malai@vse.cz
mailto:malai@vse.cz

464 Jana Itvanfyova, Lubo$ Marek, Libor Svoboda, Michal Vrabec

of the expectations of the individual measures will be enable us to establish the rank
of these measures from the point of view of their bias, and the comparison of the
variances (standard errors) will give us their rank from the point of view of their
efficiency.

The sampling properties of every estimator depend upon (1) sample size n, (2) the
type of the parent population (distribution function), and (3) the value of the shape
parameter. In the present paper, sample sizes n =3, 7, 15, 23 and 31 were chosen, and
the distributions used are some standard probability distributions, partly continuous
and partly discrete ones. Six values of the measurement of the central tendency
parameter of these distributions were selected such that median, midrange,
interquartile (interpentile) range, truncated mean and winsorized mean were used for
each distribution. Some of these distributions have no tail, some have a short tail, and
some a long tail. In all cases, 5,000 samples were generated and in each sample the
values of all the measures investigated were computed. On the one hand, the set of
these variate-values was grouped into a frequency distribution, and, on the other hand,
the main sample characteristics of these variate-values, i.e. the mean, the standard
deviation, skewness and kurtosis characteristics, were computed. Picture 1 shows an
example of such empirical density and distribution function (for more scale
parameter) a set of values as well as their processing.

Laplace distribution

—lpl —Ip2 — Ipd 1pB lel —le2 —lcd — IcB ‘

Probability density function (Ip) Picture 1
Cumulative distribution functions (Ic)



Sampling Distribution of Some Characteristics of Location 465

2 Theory

Parent populations

In our investigation, use was made of nine parent populations (probability
distributions) the desired properties of which were dealt with in the introductory
section. Now, we are going to specify these selected populations giving their names.

Continuous distributions: ~ Cauchy,

Laplace,
lognormal,
normal,
Weibull.

Discrete distributions: binomial,

geometric,
hypergeometric,
Poisson.

The measures investigated and their estimators

The measures describing the individual characteristics of the distribution of
arandom variable X , viz., the measures of location, dispersion and asymmetry
(skewness) can be constructed, as it is well-known, on the basis of either the moments
or the quantiles, or on the basis of both these quantities.

If central tendency (measure of the "middle" or "expected" value of the data set) of
a distribution is measured, several mean may be constructed [1,4,5], such as the well-
known arithmetic mean (for /=1 and w;=1/n) , truncated mean (the arithmetic mean
of data values after a certain number or proportion of the highest and lowest data
values have been discarded), interquartile mean (special case of the truncated mean,
using the interquartile range) winsorized mean (similar to the truncated mean, but,
rather than deleting the extreme values, they are set equal to the largest and smallest
values that remain) and so on. All these characteristics can also weigh.

= (1)

Median is described as the number separating the higher half of a sample, a
population, or a probability distribution, from the lower half. The median of a finite
list of numbers can be found by arranging all the observations from lowest value to
highest value and picking the middle one. If there is an even number of observations,
the median is not unique, so one often takes the mean of the two middle values.

1 1
P(XSmed)ZE and P(XZmed)ZE 2)
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Whereas these three coefficients have been used at all extensively in practice, the
others are being of theoretical importance only. Nevertheless, we are going to discuss
the various measures in turn, including, in addition, new constructions that have
recently been presented in statistical literature. Whereas these coefficients have been
used at all extensively in practice, the others are being of theoretical importance only.
Nevertheless, we are going to discuss the various measures in turn, including, in
addition, new constructions that have recently been presented in statistical
literature [1,5,7].

Mid-range or mid-extreme
mr = max min
(3)
where Xiax is the maximum (largest value) and X, is the minimum (smallest value).

Mid-quartile

— X75 + X25
2
4)
where Xg .5 is the lower (first) quartile and Xg 75 is the upper (third) quartile.
Mid-pentile
— XSO + X20
2
(%)

where X, is the lower (first) pentile and X g is the upper (fourth) pentile (any of the
four points that divide an ordered distribution into five parts, each containing a fifth
(20%) of the population).

Numbers and sizes of samples

At our experiments were taken 5,000 samples from each distribution (e.g., from the
Cauchy distribution with parameter value x# = 0, o= 1) and of a given sample size
(e.g., n = 15). As far as the sample sizes (n) are concerned, they were decided upon,
on the one hand, with due account taken of the demand to investigate the sampling
properties of each estimator for both small and medium large samples, and, on the
other hand, considering the advantage of an unambiguous definition of the quartiles in
a finite sample (data ungrouped). The sizes were, therefore, chosen as follows: n =3,
7, 15, and 31 (generally, n = 2°—1, where p = 2, 3, 4, and 5). Later, size n = 23 turned
out to be useful to add to the foregoing ones. With all these sizes, the quartiles
(pentiles) equal to the values on the following units of the sample :
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n=3 n=7 n=15 n=23 n=31
First pentile X, X X X@3) X(5) X()
First quartile X, X() X(2) X(4) X(6) X()
Second quartile Xg, X X() X(8) X(12) X(16)
Third quartile X5 X@3) X(6) X(12) X(18) X(24)
Fourth pentile e X(3) X(6) X(13) X(19) X(26)

Sampling distributions of estimators

The basic aim of our research was to provide "data” for assessing the sampling
distributions of central tendency estimators. Hence, sequences of 5,000 values of each
of those statistics were ordered into frequency distributions and the asked sampling
distributions were thus defined empirically. Nevertheless, they of course enable us to
assess the degree of normality - see the example (binomial distribution) in Table 1.

Table 1. Frequency distributions mid-quartile and mid-pentile (depending on n).

31

The second way of evaluating the provided sequences of estimates consisted in the
computation of their arithmetic means, variances and coefficients of skewness and in
their use as estimates of the true expected values, E(e), true variances, D°(s), and

coefficients of skewness a(e).

For example, when estimator 7 was evaluated, the following formulae were used

(@) the estimated bias

(b) the estimated variance

D? ¢ =E +-E ¢

2

~ 4999

5000

&

and its square root, i.e. the estimated standard deviation (standard error) D7,

A

A

-—> 7
5000

|
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(c) classical coefficient skewness (the third moment of normalized variate)

3 1< 3
=Y (% —X
/ z,/n n-1 nizzl:(' )
A 3/2
D2 7 n-2

. 1a N 32!
h2)

E7-E+¢

(d) classical coefficient kurtosis (the third moment of normalized variate)

B 7 :ﬂ_gzé i-E? 4_ _(+Yn(n-1) ;(Xi_w L, (n-1y
m, D? £ (n-2)(n-3) (zn: Xi—Y)zj (n-2)(n-3)

The bias was evaluated both absolutely and with respect to standard error, i.e. as
the rate B 7 /D # . The same characteristics were computed for all the other

estimators.

For every set of samples the rank of five estimators of central tendency
investigated was determined from all the four points of view. Moreover, each aspect
was applied to both the mutual comparison of successive statistics (estimators) and
the "dynamic™ comparison of one statistic, i.e. how its properties change as sample
size n grows and parameter(s) of the parent population (distribution function) changes
its values.

3 lllustrations - selected results:

Cauchy distribution?

1 o
i i fGu o)== ———
Density function (X u,0) ”|:(X_,u)z+o_2}
C . 1 - 1
Distribution function F(x; u, o) = —arctan [X—”)+—
T o 2
Characteristic function é, (t; 11,0) = E(€™") =exp(i ut—o|t])

Inverse cumulative distribution function ~ F*(pix.0)=pu+otan[z p-3 |

L In this paper only a part of the full MC-results have been presented, and the interested reader is referred to
an unpublished manuscript for fuller details.

2 Without a defined mean, it is impossible to consider the variance or standard deviation of a standard
Cauchy distribution, as these are defined with respect to the mean. But the second moment about zero
can be considered. It turns out to be infinite.



Table 2.

n am

3 3,178
7 -1,865
15 0,654
31 -0,200
n am

3 151,122
7 58,146
15 46,340
31 145,978
n am

3 50,74
7 -31,36
15 6,59
31 -39,97
n am

3 2713,18
7 1210,80
15 1089,05
31 1991,21

4  Conclusions

med
-0,020
-0,010
-0,007
0,002

med
2,081
0,774
0,447
0,292

med

-7,402
-0,004
-0,249
-0,036

med
192,618
6,553
2,329
0,633

mr
8,767
-6,537
4,903
-1,445

Mean
pr
14,777
-6,537
4,903
0,006

StdDeviation

mr pr
226,61 216,068
203,19 203,195
346,90 46,903
220,96 0,578
Skewness
mr pr
50,76 50,762
-31,49 -31,486
6,64 6,640
-40,08 -0,114
Kurtosis
mr pr
2714,64 2714,63
1217,52 1217,52
1097,21 1097,20
1996,39 2,43

Firstly, it is worth to note that the relations

B o [<B = | <P o |<[B =,

Main Statistical Characteristics (Cauchy distribution)

qr
4,777
0,037
0,007
0,004

qr
24,406
2,929
0,828
0,473

qr
50,762
5,028
-0,402
-0,110

qr
2714,63
126,30
9,48
1,59
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tav3

1,552
1,229
1,125
0,521

tav
3,003
1,821
0,936
0,300

tav
16,500
5,519
1,600
1,497

tav
346,763
264,453
204,728
156,290

between all type measures hold in the case of the continuous distributions.

3 trimmed mean
4 Winsorized mean

469

wav*
0,859
0,659
0,451
0,345

wav

0,859
0,659
0,451
0,345

wav

3,479
1,582
1,043
0,794

wav
23,895
21,386
18,192

3,849
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Secondly, estimators, investigated in this study, the following inequalities hold in
almost all cases:

for distributions that are have long tail
|I§ med |s|§ wav |s||§ tav |s|l_5> qr |s||§ am |
for symmetrical distributions
|L5> med |s|l§ am |s|l_5> wav |s||§ tav |s||§ qr |
Secondly, estimators, investigated in this study, the following inequalities hold in
almost all cases:
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Abstract. This article will studies the so called settlement process which is the
process through which claims pass in an insurance company while being
handled by the claim adjusters. This process describes how the incurred value
of a claim evolves between the reporting and its settlement. In the next section,
some modeling ideas are demonstrated on liability data with real market
properties. Although the actual real values itself are not published, the
techniques used as well as the observed properties are believed to be
transferable on other real portfolios.

Keywords: Settlement process, Reserve Risk.

1 Introduction

In the recent years there has been an enormous growth of demand for new modeling
techniques to evaluate insurance risk of the insurance company. Most of the current
models (e.g. [2]) are based on so called triangle schemes, i.e. based on extrapolating
the development of aggregated loss from past claims. These models generally do not
allow capturing many individual properties of claims such as the limits. Also,
modeling many popular reinsurance programs, such as excess of loss, is difficult.
Therefore it seems advantageous to develop a model that would be based on
development of the individual losses.

Modeling the so called reserve risk, i.e. basically the insurance risk connected with
claims which already occurred in the past but have not yet been settled, based on
individual claim level seems to be relatively complicated due to the fact that each
modeled claim has its own unique handling history. Therefore it seems to be
necessary to understand the process which a claim passes through in the insurance
company in between its reporting and settlement. This process will be referred to as
the settlement process.

Few theoretic articles have been published on this topic previously. The theoretical
background of the individual claim level models was set in the article [5]. This paper
is a common reference to most of the consecutive articles. The author considers a
fully time-continuous model. He suggests using the marked Poisson process as a
model of the claims process. This theoretical framework was followed for example in
the article [3] which is slightly more practical and also contains an application. An
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interesting method of individual claims modeling was also published in [5]. This
method is however specially designed for projecting only a limited number of very
large claims. Both of the latter articles recognize that the settlement process is

compounded of two groups of random components:
a) Differences of the incurred value over consecutive development periods.
b) Opened / closed claim indicators in consecutive development periods.

An interesting paradox between the theoretical models which are time continuous and
the practical models which only work with discrete time periods (usually development
years) occurs. The first contribution of this article is that the process is not modeled
over consecutive development periods but the so called stages of the process are
defined. Stages basically correspond with the period between two incurred value
changes. Second contribution of this article is that the claim closure probability is not
considered to be a constant, instead it is considered being dependent on the current
incurred value of the claim which is quite natural property which can be expected in
many practical cases.

We will first try to formulate this process in a correct way. The distribution of the
ultimate severity (the ultimate incurred value) will be derived. Later we will
investigate some properties of the settlement process based on data with real market
properties.

2 The Settlement Process

In this section, we try to introduce some basic terms and define the process in a
correct way. When a claim is reported to the insurance company it enters the so called
‘settlement process’. At first, the claim adjusters set up a reserve which corresponds
to their initial information about the claim. During the settlement process adjusters
adjust their view on the severity of the claim as they are collecting new information
arriving to the company or as they perform their own investigation. Whenever they
feel that the actual reserve is inappropriate, they adjust it. At some point (when both
the insurer and insured come to an agreement or a trial result), the claim is settled and
paid out. The time between two changes of the reserve will be referred to as the stage
of the settlement process. In this article it will be assumed that all claims are paid at
once (i.e. as a lump sum) and no re-openings are possible. This obviously excludes
annuities which require rather different methods and models which are off the scope
of this paper.

Unless stated otherwise, the random variables will be denoted with the capital
letters and its values with corresponding lower case letters. The settlement process is
a marked process {X,,T,, A;s>1}, where X is the change of reserve in the s-th stage

of the settlement process, T is the corresponding time point and A is dichotomous
variable (a ‘flag’) indicating whether the claim is opened (A, =1) or closed (A, =0).
Formally we put X, =0 and T, =co for the closed claims, i.e. for stages s such
that A, =0 . The cumulative process
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Y(t)=> X, ©)

will be referred to as the process of the incurred value.

3 The Ultimate Incurred Value

From the above text, it is obvious that the incurred value is constant within each stage
of the settlement process, i.e.

Y(t)=Y,, for T, <t<T,, )

where Y, is defined as

3)

S
Yszéxk.

where the index k corresponds with the time order of the adjustment.
The most important variable for the reserve risk modeling is the severity of the
claim which in this set up corresponds with the ultimate incurred value, i.e. Y(x). In

this section we will investigate the distribution of this variable. It is obvious that there
is only a finite number of nonzero adjustments before the claim is settled. This

number will be denoted as S . Since after the settlement the incurred value is not
changing anymore the equation Y(oo)=YS— holds. An illustration of the settlement

process can be found in the figure 1. This means that there are two sources of
randomness in the ultimate incurred value:

1. The number nonzero adjustments until the settlement S .

2. The actual values of the adjustments X, s=1,...,S.

We first put some restrictive but in many cases realistic assumptions on the process
which allow keeping the complexity of the model at a reasonable level. Namely, we
will assume that

1. The probability that a claim will be closed in the s-th stage given that it
was opened in the (s-1)-th stage depends only on the incurred value of the
claim in the s-th stage.

2. The distribution of the adjustment X depends only on the incurred value

in the previous stage Y,_;

3. The maximum possible number of nonzero adjustments for each claim is
known and will be denoted as m. This number is practically of course
unknown but can be easily estimated as ‘sufficiently’ large. In most
practical tasks, m=11 stages should be sufficient.

We will first consider the (ultimate) incurred value to be a discrete variable (table
losses) which will make all the following equations more transparent. Under these
assumptions we can write for the ultimate incurred value
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m _ m _ 4)
P(Ys =y)=D P(S =5Y, =y) =) _P(S =s5|Y; = y)P(Y; = y)
s=1 s=1
We can rewrite this in the terms of the adjustments X, as
P(Ys =y)=P(S =1| X; = y)P(X; = y) + (5)

P(S =2 X+ X, = y)P(X;+ Xy = y) +.t
P(S=m| Xy + Xy 4ot Xy = Y)P(Xy + X+t Xy = Y).

The distributions of the sums of the adjustments can be further written using the
following ‘convolution like’ formulas and plugged back in the equation (4):

P(Y§ = y):

= izzz P(§: S| Xy =X, Xy =Xy Xg =Y =X = Xy — 0o — Xg4) (6)

s=1 X Xp  Xeq

P(X; =%, X5 =Xgyeeey Xg =Y =X — Xg — oo — Xg_1)-

2.1 The probability of a settlement

In this section we will investigate further the probability that a claim will be settled in
a particular stage s, i.e. the probability

P(S_: SI Xl = Xl’ X2 = X2,..., XS = y—Xl— X2 _"'_Xs—l) (7)

We can write for this probability using the above mentioned *flags’ A, :

P(S=5|X; =X, Xy =X Xg = Y = X4 = Xp — 0= Xg_1) = (8)
=P(A=LA=1..,A_ ;=LA =0,A,;=0,..,A, =0]| X; =X, X5, =Xy,...
e Xg =Y =X — X —ooo— Xg_q)-

Furthermore we can write this equation using the conditional probabilities.

P(S =8| Xy =X, X0 =Xpes Xg = Y = Xy = Xp — 0. — Xg_4) = ©)
= P(Al =1| Xy =X, Xy =Xy, Xg =Y — ys—l)

P(Ay =1 Xy =X, Xy = X0 Xg = Y = Y5 1, Ay =1)...

P(Ay =11 X = X Xs = Y= Vo1, A =1 A =L A, =1)...
P(A=0,A;=0,.. Ay =0 Xy =%, Xg =Y = Vg1, A =1, A =1)

We can now simplify the notation using:



The Settlement Process and Its Properties 475

P(A,=0,A,;=0,.., A, =0] Xy = X, Xg = X, A =1, Ay =1) = (10)
= 05 (X0, X000 Xs )
and
P(A =1] Xy = Xgee0, Xg = X, A =100, Ay =1) = 25(X0, X0, Xs ), (11)

According to the assumption 1, the probabilities of settlement (and therefore the
probabilities of remaining opened) depend only on the last incurred value (and not on
the whole ‘trajectory’ of the previous adjustments). This means that

qs(XbXZv""Xs):qs(ys) (12)
and

Zs(xllxz!'"'xs)zzs(ys) (13)

where qs(ys) is the probability that a claim will get settled in the s-th stage given the
incurred value in this stage, and zs(ys) is the probability that a claim remains opened
in the s-th stage given the incurred value in this stage. Notice also that

2,(ys)=1-0a5(ys ). (14)
If we plug this back in the equation (9), we get
P(S =8| Xy =X, Xy = Xpyees Xg = Y = X4 = Xp == Xg_1) = (15)
2 (Y)Z5(Y2) - 251 (Ys-1)Gs (Vs)-

2.2 The Distribution of the Adjustments

Similar algebra can be done with the distribution of the adjustments:

P(Xy =X, X, =Xp,s Xg =Y =Yg q) = (16)
P(Xy=X)P(Xy =%p,., Xg =Y = Y51 | Xy =X) =
P(Xy=%)P(X; =% | X =X)P(X3=Xg,..0, Xg =Y = Y51 | X1 =%, X5 = %)
For this equation we can write using the incurred valuesY; :
P(X].:XI’XZZXZ""‘XS:y_ysfl): (17)
PV =y )P(Yo—¥1=% Y1 =Y)P(Y3 - Yo, =X Y1 = Y1,Y2 = ¥5)-..
P(Ys—Ysa =Y = Ysua Y1 =Y1.Y2 = Yo, Vo1 = ¥s1)

Using the assumption 2, we can write
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P(Xy =%, X =Xp,s Xg =Y = Y5 q) = (18)
Py =y)P(Yo = Y1 =X [Y1 = Yy))P(Y3 - Y, = X3 |Y; = Y,)..
P(Ys “Ysa1=Y " Ysu | Ys—l = ys—l)-
We can again simplify the notation using
pi(y) =PV =V1) (19)
and
ps(ys I ys—l) = P(Ys =Ys IYs—l = ys—l)- (20)

If we plug this back in the equation (16), we get
P(Xy =%, Xy =X, Xg =Y = ¥s1) = Pr(Y) Pa (Y2 [ V1) o Ps (Y | ¥s1) (21)

2.3 The Distribution of the Ultimate Incurred Value

Now we can finally write the formula for the distribution of the ultimate incurred
value:

P(Ys =y)= zzzl()ﬁ) Pl(Y1)ZZZ(YZ) P2 (Y2 | Y1)--
s=1 y, Y2 (22)

z zs—l(ys—l) ps—l(ys—l | ys—Z)qs(y) ps(y | ys—l)-

Ysa

We can use the same algebra to derive a similar formula for the case of the continuous
(ultimate) incurred value:

()= (a0t hw [202) (21 -
s=loy Q, (23)

[0 e) s (Y 1 952006 () £V 1 Ya0) s 10zl

Qsl

where f (y|y,_;) denotes the corresponding transition density distribution and Q is
the corresponding domain of definition of the variable y; .

Notice that the main reason to derive the formulas (22) and (23) is that that the
terms of these formulas are practically estimateable. Unfortunately finding a closed
form formula for the distribution (23) will in general case be impossible. A closed
form formula can be found only under some relatively restrictive assumptions such as
assumption that all the probabilities of a claim remaining opened z.(y,) are constants
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(i.e. independent of the incurred value y; ). In general, either Monte Carlo simulations

will have to be used or it will be needed to perform a discretization and use the
formula (22).

3 Observed Properties of the Adjustments

In this section we will have a closer look on the real properties of the adjustments.
The data used have real properties (real data with some noise). To avoid handing over
information that could be used by the competition, specific values are mostly not
published. Instead a graphical representation of the results is presented. We believe
that the actual values are not really important. Instead we focus on properties or
techniques that could transferable to other portfolios.

On purpose we selected a group of claims that appears to be one of the most
complex to model — the liability bodily claims. The maximum possible number of
nonzero adjustments for each claim was set to m = 11. First we will concentrate on
modeling the distribution of the incurred value adjustments X, =Y, —Y,_;, that is the

distribution f (y|ys;). For this purpose we will use the generalized linear models.
Namely we will assume (similarly as in [3]) the logarithmic link function (i.e. the
multiplicative structure) with the gamma error function.

The data considered is the value in the stage s (Y,) as the response variable, the
value in the stage s-l(YS,l), and the stage s in which was the adjustment
Xs =Y, —Ys_, observed as the predictors. Since the main purpose of this article is to
reveal the basic properties and the behavior of the variables in the settlement process,
we used a similar method as suggested in [1]. Namely we discretized the predictor
Y,_, into categories. This way we get in fact a nonparametric estimate of the impact
of this predictor on the response variableY, . The discretization of Y,_; was performed

on the logarithmic scale i.e. the length of the intervals is exponentially growing on the
original scale. The (unconditional) distribution of the first adjustment Y, =X,

involves only well known statistical methods - there is no “special” technique for this
in respect of the settlement process. Therefore we focus in the following text only on
modeling the conditional (‘transition”) distributions starting from s=2. That means we
first construct a model of the form:

E(Ysi) = exp(nsi) (24)

where

1nsi = Po +Zy5—1,j,iﬁj +Zsk,iak +Zys—l,j,isk,i7j,k (25)
i k ik
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where £, is the intercept, y,_, ;; is the dummy variable indicating whether the i-th

claim was in the stage (s-1) in the j-th category of the incurred value, s ;is the

dummy variable indicating in which stage s was the observation observed, the last
term incorporates the impact of the interactions and S;, &, 7 are the parameters.

The parameter estimates of the GLM assigned to the dummy variables
corresponding with the stages of the process of the incurred value can be found in the
figure 1 in the appendix. We can observe that at the first sight the stage itself does not
really have that much impact on the conditional mean of Y, givenY,_,, i.e. on the

mean of X . The reference category was chosen to be the category ‘stage 2’ which

denotes the adjustment from the first stage to the second stage. The only significant
difference from the reference category was observed for the category ‘stage 3’
(significance 0,001) and ‘almost’ for the ‘stage 5° (significance equals to 0,069).
Otherwise no significant differences were measured. Notice that the parameter
estimates for the category ‘stage 3’ and ‘stage 5 are very similar. This suggests that
there are two different groups of stages: Stage 3 and Stage 5 in one group and all
other stages in another group.

Because of these results we will fit a new model with a predictor ‘Stagell” which is
a transformed (recoded) original variable ‘stage’. The variable Stagell is dichotomous
only. Namely Stagell =1 for s=3 and s=5 and Stagell =0 for all other stages. This
time however, the model was constructed with both main effects (Y,_; and stagell) as

well as the first order interaction. The results of the Wald’s test of the model effects
are displayed in the table 1.

Table 1. The results of the Wald’s test of the model effects.

Type Il
Wald Chi-
Source Square df Sig.
(Intercept) 161414,1 1 ,000
Yo 6219,2 15 ,000
Stagell 7,0 1 ,008
Ye1 * Stagell 41,8 15 ,000

The table suggests that this time all predictors (including the interaction)
significantly contributed to the likelihood of the model. The estimate of the parameter
assigned to the dummy variable corresponding with ‘Stagell=1" was positive and
significant (the actual value could not be published) suggesting that in general, the
value of Y, (given the value of Y,_; ) is on average higher in the stages 3 and 5 than
in the other stages. An interesting insight in this difference is provided by the
estimates of the parameters assigned to the interaction dummy variables. The
interaction parameters can be found in the figure 3. As we can see the significant
interaction parameter estimates were observed for the (discretized) values of Y,_;
approximately between 20000 and 120 000 Czk, i.e. the medium sized claims.
(Notice that the horizontal axis is in the logarithmic scale.) These significant
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parameter estimates are negative. Notice, that the general impact of the main effect
‘Stagell=1" was positive. This in fact means that this general impact of the main
effect is ‘reduced’ by the negative interaction effect for the medium values of Y,_; .
l.e. the resulting estimates of Y, will be different for the lowest and larger claims for

the two ‘Stagell’ categories. For the medium sized claims, large difference between
‘Stagell=1" and ‘Stagell=0’ is not expected.

The parameter estimates of the dummy variables corresponding with the categories
of the incurred value in the stage s-1 can be found in the figure 4. The results are not
really surprising. The fact that Y,_; is a significant factor for estimating Y, was quite
expected. The questions to answer will however be: *For what size of the Y,_; do the

claims tend to increase / decrease?” As we already mentioned in the previous
paragraph, this tendency has to be studied separately for the two categories of Stagell.

To uncover these tendencies, the predicted values of Y, (denoted as \fs) for each class
(i.e. for each combination of the values of the factors Y,; and stagell) were
compared to the corresponding value of Y, ,. Since the variable Y,; was
categorized, we have to pick a value representing each category. The observed mean
value of Y, , (denoted as Y, ;) was considered for each category of Y, . Two charts
were constructed for this purpose. On the figure 5 we can find the prediction of Y on

the vertical axis and the corresponding values of Y, , on the horizontal axis. Both
axes are in the logarithmic scale. In the figure 6, similar comparison is performed on
the relative numbers. Namely vertical axis contains the predicted values Y, divided

by the corresponding value of \75_1, and the horizontal axis contains again the values
of \75_1. The horizontal axis is in the logarithmic scale. The estimated relative changes

\fs /Y, ; can be thought of as individual development factors of the claims. The

resulting charts suggest that:

1. Smallest claims tend to grow (i.e. are under-reserved) especially in the
stage 3 and 5 (corresponding with the value stagell = 1).

2. We can also observe the result mentioned in the previous paragraph, i.e.
that the difference between the stages is negligible for the medium sized
claims.

3. Largest claims tend to grow in the stage 3 and 5 (stagell = 1) while as
they tend to slightly decrease in the other stages.

The above mentioned results only concerned with the conditional expected value
of Y. As stated before, the multiplicative structure with the gamma distributed error
term was considered. Notice that in this setup the variance of the error term is a
function of the (square) of the conditional mean (see e.g.[4] for details). That also
means that the variance changes with the value of Y,_; because this value determines
the response variable. Notice however that a systematic impact of stages on the
conditional variance cannot be captured by this model if there is no systematic impact
of the stages on Y. This aspect could be a matter of the further research since a

systematic impact of the stages on the variance would in this case be natural since one
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would expect that the adjustments in the later stages should more or less correspond
just with some fine tuning of the claim adjusters’ estimate while as in the earlier
stages, certain large changes can be expected.

4 Observed Properties of the Settlement Probability

In this section we will study the observed properties of the probability of the claim
settlement (given that the claim was opened), that is the component z,(y,) of the

distribution function of the ultimate incurred value f5(y). As stated above, it is

assumed in this article that this probability depends in a given stage only on the
incurred value in this stage. The data available consists of:

1. A dichotomous explanatory variable A,. A, =0 denotes claims settled in
the s-th stage and A, =1 denotes claims that remained opened in the given
stage;

2. The corresponding stage s;

3. And the incurred value Y; in the given stage.

This setup implies that the suitable model will be also generalized linear model, this
time with the binomial error term and the logit link function, i.e. the logistic
regression. The odds ratio estimates (i.e. the exponentials of the parameter estimates)
can be found in the figure 7 and 8. The charts displays the impact of the stage s or
incurred value Y; on the odds of a claim staying opened, i.e. on the measure

Oddss(ys) :M .

ds(¥s)

relatively to the odds of the reference category.

We will first study the impact of the incurred value. The reference category was
chosen to be the first category, i.e. claims with the incurred value between 0 and
8 000 Czk. The impact of the last category, i.e. claims higher than 14,6 mil. Czk,
could not really be considered as reliable due to lack of data. It also didn’t prove to be
significant. All other parameter estimates were significantly different from zero
therefore we can conclude that the odds systematically differ from the odds in the
reference category. The estimates suggest that the probability of a claim remaining
opened is systematically growing with the growing incurred value. This quite
corresponds with practical expectations since it is quite natural that larger claims tend
to pass through more stages of the settlement process as there is much more to
investigate than for the small claims (e.g. there are more objects or victims to visit
etc.).

The impact of the stage is on the other hand somewhat surprising. The reference
category was chosen to be the stage 1. All parameter estimates except for the
parameters assigned to the dummy variables corresponding with the stage 10 and 11
are statistically significant. This suggests that the odds are different for different
stages. The estimates suggest that at first the relative difference in odds between the
stage 1 and stage s increase with the increasing s. Namely the odds that the claim will

(26)
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remain opened decrease with the increasing s. In later stages, however, the difference
is decreasing again and in the stage 10 or eleven the difference between the odds is
not significantly different from the stage 1 anymore. That is the odds that the claim
will remain opened will again start to increase with the increasing s. This could
probably be explained by the fact that only the most complicated claims remain
opened in the later stages, therefore the probability that they will remain opened tend
to grow back up.

Conclusions

In this article the settlement process and the process of the incurred value was firstly
defined. Further a distribution of the ultimate incurred value was derived under
restrictive but practical (and in theory quite common) assumptions. The derived
distribution function contains only practically estimateable components. The
statistical properties of these components were studied.
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grant agency of VSE (IGA).
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Appendix: Figures
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Fig. 2. The estimates of the parameters assigned to the dummy variables corresponding with
the stages of the process of the incurred value. The reference category is ‘stage 2’. The dotted

lines are the 95% confidence intervals.
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Fig. 3. The estimates of the parameters assigned to the dummy variables corresponding with
the interaction of the incurred value in s-1 and Stagell. The dotted lines are the 95% confidence

intervals. Horizontal axis is in logarithmic scale.
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Fig. 4. The estimates of the parameters assigned to the dummy variables corresponding with
the intervals of the incurred value in the stage s-1. The dotted lines are the 95% confidence

intervals. Horizontal axis is in logarithmic scale.
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Fig. 7. Estimate of odds ratio (exponentials of the estimated parameters) for different categories
of the incurred value Y. Both axes are in the logarithmic scale.
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Fig. 8. Estimate of odds ratio (exponentials of the estimated parameters) for different stages.
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Abstract. In the recent years there has been observed an enormous general
decrease of mortality in the Czech Republic. This paper tries to reveal the
structure of this development. Logistic regression is applied on the population
data for this purpose. The dependence of the one year mortality rate on the age,
calendar year of observation and gender is studied.
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1 Introduction

After the political and economical changes in 1989 connected with the transition from
centrally planned economy to capitalistic economy, the mortality has started to
decrease with an enormous speed in the Czech Republic. This paper has no ambition
to explain the reasons of this evolution. In this paper we try to uncover the nature of
this development and describe its impact in different ages and for different genders.
We will try to put emphasis on facts that could be important for potential forecasting
of the mortality in our future work.

The fact that the mortality has been decreasing in the recent years is now generally
known. The purpose of this paper is to answer questions of the following kind:

1. What does the trend in mortality look like? Has the trend change during
the past few years?

2. Is the trend similar for each age group or does the trend differ in different
age groups?

3. Isthe trend similar for both genders?

All these questions will be studied in detail in this article. All tests performed in
this article are conducted on a 0.05 significance level. The parameter estimates and all
other calculations were performed in SPSS. Some of the charts were also prepared in
MATLAB.

2 The Data

The data used in this article was downloaded from Human Life-Table Database
webpage [3]. The data range is set to 1989 - 2006 since the mortality data before 1989
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is not relevant and the mortality data after 2006 wasn’t available at the time the
analyses were performed. We analyse ages higher than 15 mainly because of ages
below 15 is not interesting in acturial point of view. The highest age considered was
84 years due to instability of the estimates for the higher ages. More details regarding
the data preparation and transformation could be found in [3] (section: Methodology
Note).

3 Formulation of the Problem

3.1 Logistic Regression

In this section, we will go briefly through the basic principles of the logistic
regression method (see e.g. [2] for details). Logistic regression is a special case of
generalized linear model, where the link function is a logit function and the error
distribution is considered to be binomial. It describes the relation between the
probability of observing a ‘success’, and several explanatory variables - both
categorical variables (so called factors) and covariates. More precisely we consider a
binomial variable Y~Bi(n,q), where n is the number of trials and q is the probability of
success. The conditional expected value of the variable Y/n

1
q=E(%|xl,x2,...j @

is then modeled with the regression function:

)

where f; are the regression parameters and Xx; are the explanatory variables. The

fragment q/(1—q) is so called ‘odds’ and it expresses the odds of success, i.e. the

probability of success divided by the probability of failure. The term on the left side
of this equation will be referred to as the ‘log odds’.

In our case the binomial variable Y denotes the number of persons that die (‘the
success’) in the specified year, n is the population size and q is the probability that a
person dies within a year. This probability will be referred to ‘probability of death’ in
this article. The values of the explanatory variables will be denoted by corresponding
indexes. The considered explanatory variables are the calendar year of observation
(denoted as t), age group (denoted as age) and gender of the person (denoted as sex).



The Mortality Development in the Czech Republic 487

3.2 Factors or Covariates

Some explanatory variables, such as gender, are discrete by its nature. For some
variables (such as age or calendar year), one can chose whether to asses them as
(continuous) covariates or again as a (discrete) factors. The main purpose of this
article is to describe the relations in the process of changing mortality. In this case, it
is better to consider these variables as categorical. This way, the estimate of the
impact of the explanatory variables is in fact nonparametric (see [1] for details).

Factor variables are coded as the dummy variables in the regression function (2).
The reference category has to be chosen for each variable. That means for the variable
age, which was discretized in 14 different categories, we have a block of 13 dummy
variables (denoted as age(1), age(2), ..., age(13)). The age group '80-84" was chosen
to be the reference category. That means for this age group, all these 13 dummy
variables equal to 0. For the age group ‘15-19’, the variable age(1) equals 1 and all
other variables equal to O etc.

The role of the variable calendar year of occurrence (i.e. the variable t) is slightly
different. For the prediction purposes, it will be needed to consider this variable (or its
transformation) as a continuous (i.e. covariate). In this article however we try to
analyze the impact of the consecutive years separately to uncover the nature of the
trend. This variable has 18 numerical values (corresponding with the years 1989 -
2006). The year 2006 (last observed) was chosen to be the reference year.

3.3 Mortality Curve and Log Odds of Death Curve

The age structure of the probabilities of death is usually denoted as the mortality
curve. The development of the mortality curve for males and females in the Czech
Republic in the years 1989 - 2006 is displayed in figures 6 and 7 in the appendix.

As noted in the section 3.1. the model is constructed for the log of odds. Therefore
it will be convenient to work with the log odds of death curves instead of the
mortality curves itself. The log odds of death curve will be defined as the age
structure of the odds that a person with a given gender will die within a year, i.e. the
transformation of the above mentioned mortality curves:

%

X

(9) ®)
Ut = Ln m_qx?t

where q&?t) denotes the probability of death of a person with gender g and age x in the

calendar year t, and u(g is the corresponding log of odds of death. This curve will be

referred to simply as the ‘log odds curve’ in the further text. The development of the
log odds curve in the years 1989 - 2006 is displayed in the figures 8 and 9 in the
appendix.

Notice that the log odds can be transformed back to probabilities using a simple
transformation
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9__ L1 (4)
) = .

This transformation is monotonically increasing function of u{%, therefore any

increase of the odds is translated to an increase of probabilities of death q,((?t) and vice
versa.

4 Results & Answers

First we will study the significance of all variables in the model (omnibus test). The
significance of the variables in the model is usually tested using the likelihood ratio
test. This test uses the -2 log likelihood statistic. The variables considered in the
model are the main effects as well as the interactions of the first order. The values of
this statistic for the model with only the intercept and with the model with all three
main effects and all three second order interactions is displayed in the table 1. The
likelihood ratio test tests the null hypothesis that adding the explanatory variables and
interactions to the model has not significantly reduced the -2 log likelihood criterion
(i.e. has not significantly improved the model). The test is based on the

2 distribution. Since the null hypothesis is rejected with quite high significance, we

can come to a result that the variables in the model do increase the ability to model
the probability of death.

Table 1. Omnibus Test of Model Coefficients.

Model -2 Log likelihood
Only intercept 12 931 402
Variables 9 367 702
Difference 3563 700
Significance ,000

This result is not really surprising - probably no one will be surprised that e.g. the
age influences the probability of death. Therefore we will proceed to some ‘more
informative’ tests - so called Wald’s tests.

4.1 Wald’s Tests of Factors and Interactions

There are two main options of using the Wald’s test in the logistic regression. One
possibility is to test the significance of a set of several dummy variables that
corresponds with values of a particular factor at once. Or we can test the individual
parameters of the dummy variables (similar to the t-tests in linear regression) to reveal
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‘the unique contribution of each predictor, in the context of the other predictors - that
is, holding constant the other predictors - that is, eliminating any overlap between
predictors.” (Explanation is cited from [4]). In the table 2 we can find the results of
the Wald’s tests of the parameters of all the factors and first order interactions
considered in the model. The degree of freedom (‘df’) is equal to the number of
dummy variables that correspond to the factor (i.e. the number of possible factor
values minus one).

Table 2. Wald’s Tests of Factors and Interactions.

Parameter Wald’s Test df Sig.
age 95 165 13 .000
t 3369 17 .000
sex 1851 1 .000
age * t 855 221 .000
age * sex 9 966 13 .000
sex * t 135 17 .000
constant 590 1 .000

All main effects and interactions of the first order proved to be statistically
significant. The second order interaction did not prove to contribute significantly to
the model, therefore was not considered any further.

Now we will study the individual parameters of the dummy variables for each
factor or interaction.

4.2 The Main Effects

First we will study the impact of the main effects. The impact of the main effect is in
general not very surprising. Mostly it corresponds with the general knowledge or
expected results.

The Impact of the Calendar Year

Firstly we will demonstrate the impact of the calendar year on the odds of probability

of death. As noted previously, the general trend is that mortality is decreasing over
time. The coefficients for the particular years are displayed in the figure 1.
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Fig. 1. The parameter estimates of the dummy variables corresponding with the factor ‘t’, i.e.
corresponding with the particular calendar year. The reference year is 2006.

These parameters basically reflect parallel shifts of the whole log odds curve (i.e.
the change of the log odds regardless of the age group). The significance of these
estimates was for all dummy variables very high - the corresponding p-values were in
all cases lower than 0.001. This result was, as noted above, quite expected since it
corresponds with the general knowledge that the mortality has been constantly
decreasing over the past years. The estimates suggest however difficulties when
forecasting. Quite stable decreasing trend was somehow ‘disturbed’ in the years 2002
- 2004. 1t is now difficult to forecast whether the heap in 2003 is only a one time
event and the trend will continue or if this means the change of the trend it self.

The Impact of Age

The impact of the age is quite straightforward. It is not a surprising result that the
death probability (and therefore also the log odds) increases with the increasing age.
The impact of the age is displayed in the figure 2. Again all the parameter estimates
are significantly different from 0 with all p-values lower than 0.001.
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Fig. 2. The parameter estimates of the dummy variables corresponding with the factor ‘age’,
i.e. corresponding with the particular age group. The base age group is ‘80-84’ years (the last
considered).

The Impact of the Gender

Again, it is a common knowledge that gender in general is a factor strongly
determining the mortality. In this case, there is only one dummy variable, which
equals 1 for females and O for males. The parameter estimate corresponding with the
dummy variable sex(1) (the females) equals to -0.390 and again is highly significant
(p-value < 0.001).

4.3 The Interactions

As stated previously, only the first order interactions were considered. The
interactions help revealing the structure of the mortality change for specific
combinations of the values of more factors (two in the case of first order interactions).

The Interaction of Age and Gender

In the main effect section a separate influence of both the age (regardless of the
gender) and the gender (regardless of the age group) were studied. The interaction of
age and gender could help answering the following question: ‘Is the impact of the
gender same over all ages, i.e. are the log odds curves for both genders parallel, or is
the impact different for some age groups?’

Since the interaction age*sex is proved to carry out a statistically significant
information, we can already answer that the log odds curves for both genders are not
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parallel. There is some significant extra impact of the gender above the general
(=main effect) gender impact considered previously for some specific age groups. The
parameter estimates are displayed in the figure 3.

15-19 20-24 25-29 30-34 35-39 40-44 45-49 50-54 55-59 60-64 65-69 70-74 75-79
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Fig. 3. The parameter estimates of the dummy variables corresponding with the interaction of
the factors ‘age’ and ‘sex’.

The results suggest that the difference of mortality for both genders is even higher
in the younger ages - the general negative impact of the dummy ‘sex(1)’ (female
gender) is further decreased by the interaction dummy variables of the lower ages. In
higher ages the parameter estimates corresponding to this interaction are closer to
zero, i.e. the difference between the genders is relatively lower. For this interaction,
parameter estimates of all dummy variables were also significantly different from
zero.

The Interaction of Calendar Year and Gender

This interaction could help us answering the question whether the evolution of
mortality is similar for both genders or if there is or was in the past some difference of
the trend of the two genders. The resulting parameter estimates can be found in the
figure 4.
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Fig. 4. The parameter estimates of the dummy variables corresponding with the interaction of
the factors ‘sex’ and ‘t’. Estimates that are significant on the 0.05 level are displayed with filled
bars.

Although the whole interaction proved to carry significant information (see the
table 2), not all the parameter estimates were statistically significant. In fact, it seems
that if the parameter estimate of the dummy variable corresponding with the
interaction of the values ‘sex(1)’ (female gender) and ‘t=1998" is considered to be an
outlier, the only significant difference in the mortality evolution between the genders
was at the beginning of the nineties (1990 - 1992). The fact that all these significant
parameter estimates are negative suggests that decrease of the mortality was at the
beginning faster for female than for male gender - the male gender was at the
beginning somehow delayed in the general trend.

In the more recent years this difference disappeared. (‘Males caught up females.”)
It seems that in the case of forecasting the mortality these interactions will not have to
be considered in the future years. Nothing suggests that the general impact of the
calendar year will be different for different genders in the future.

The Interaction of Calendar Year and Age

The last interaction is the interaction between the calendar year and the age group
(‘t*age’). In the chapter 4.2, we stated that in general, the mortality is decreasing over
the calendar years. The estimates of the parameters of the dummy variables
corresponding with the main effect ‘t” reflected the parallel shifts of the log odds
curve. The parameter estimates of the dummy variables corresponding with this
interaction should help answering the question:

‘Is the evolution of the mortality similar for each age group or does the mortality
evolve significantly different in some age groups?’

The parameter estimates of the dummy variables corresponding with the ‘t*age’
interaction can be found in the figure 5. The estimates significantly different from
zero (on the 0.05 significance level) are marked with the coloured background.



494 Pavel Zimmermann, Milan Perina

Due to higher amount of dummy variables corresponding with this interaction, this
interaction is probably the most difficult to analyze. The only systematic (and
therefore interpretable) ‘block’ of the significant parameter estimates is for the higher
age groups (’65-69°, ’70-74’, *75-79’) and the calendar years 1989 - 2002. All this
significant values are positive, i.e. it reduces the general decrease of the mortality
which is incorporated in the model due to the main effect ‘t’. This suggests that the
trends are different for different age groups. The mortality decreases faster for the
younger age groups than for the elder ones.

tlage | 15-19 | 20-24 | 25-29 | 30-34 | 35-39 | 40-44 | 45-49 | 50-54 | 55-59 | 60-64 | 65-69 | 70-74 | 75-79

1989] -0.22| -0.23] -0.14] -0.07f -0.11]) -0.05f -0.08f -0.14] -0.09f -0.07] 0.06f 0.05] 0.04
1990] -0.08) -0.15] -0.08] 0.02f 0.03) 0.03f 0.01} -0.06] -0.04f -0.02] 0.09f 0.09] 0.06
1991 0.06) -0.14f 0.03] 0.04f 0.01}] 0.04] 0.03] -0.08] -0.04f -0.05f 0.07] 0.07] 0.04
1992 0.06 0.00 0.10] 0.14] 0.09) 0.10f 0.04] -0.02 0.01 0.01f 0.10f 0.10] 0.06
1993 0.09 0.02 0.09) 0.1} 0.06f 0.03) 0.01}] -0.07] -0.02] -0.03] 0.06] 0.11] 0.05
1994 0.09] -0.01 0.16] 0.08) 0.02f 0.05] 0.01f -0.05| -0.04] -0.04f 0.05] 0.10] 0.04
1995 0.13] -0.05 0.07] 0.10] 0.06f 0.05] -0.02] -0.04] -0.04] -0.04f 0.05] 0.11] 0.06
1996 0.04] -0.13 0.07] 0.08) 0.06] 0.03] 0.01 0.01f -0.03) -0.01f 0.06) 0.11 0.07
1997 0.11 0.04] 0.10) 0.10f 0.2} 0.14] 0.06 0.04f 0.01) 0.01f 0.09] 0.13] 0.09
1998 0.15] -0.08 0.06] 0.00) 0.02 0.10] 0.04f 0.01 0.02| -0.03) 0.08f 0.12] 0.09
1999 0.06] -0.01 0.11 0.07] -0.03] 0.02| 0.01] -0.02 0.00] -0.02 0.03] 0.09] 0.07
2000 0.12 0.03 0.06] 0.05] -0.01f 0.06) 0.06f 0.01 0.00] -0.04] 0.05f 0.07] 0.07
2001 0.09 0.06 0.09] 0.03] -0.01f ©0.07] 0.01} -0.01 0.02] -0.07) 0.03] 0.06] 0.06
2002 0.07 0.05 0.08/ 0.02] -0.03] 0.05] 0.00f -0.03 0.00f -0.08f 0.01f 0.04] 0.04
2003] -0.09] -0.03 0.04] 0.05| -0.03) -0.07 -0.05] -0.06] -0.03 -0.10] -0.03[ -0.01 0.00
2004] 0.03] -0.04f 0.04) -0.02f 0.01] -0.05] -0.03] -0.05] -0.04] -0.08/ -0.02] -0.01} -0.01
2005] -0.04] -0.02 0.07] 0.05| -0.05) -0.09f -0.02] -0.07] -0.03] -0.08] -0.04f -0.03] -0.01

Fig. 5. The parameter estimates of the dummy variables corresponding with the ‘t*age’
interaction. The estimates significantly different from zero (on the 0.05 significance level) are
marked with the coloured background.
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Development of the Mortality Curves
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Fig. 8. Development of the log odds curves for males in the years 1989 - 2006 in the Czech

Republic.
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